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Q
uestions

...

[O
ptim

ality
T

heory
and

Typology,S
um

m
er

S
chool2002]
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I.
T

he
G

eneralization
across

H
ard

and
Soft

C
onstraints

G
ivón:

“W
hatw

e
are

dealing
w

ith
is

apparently
the

very
sam

e
com

m
u-

nicative
tendency—

to
reserve

the
subjectposition

in
the

sentence
for

the
topic,

the
old-inform

ation
argum

ent,
the

“continuity
m

arker.”
In

som
e

languages
(K

rio,
etc.),

this
com

m
unicative

tendency
is

expressed
at

the
categoriallevelof

100%
.

In
other

languages
(E

nglish,etc.)
the

very
sam

e
com

m
unicative

tendency
is

expressed
“only”

at
the

noncategoriallevel
of

90%
.

A
nd

a
transform

ational–generative
linguistw

illthen
be

forced
to

count
this

factas
com

petence
in

K
rio

and
perform

ance
in

E
nglish.”

—
G

ivón
(1979:26–31)
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II.Stochastic
O

T
G

ram
m

ars

Partialstochastic
gram

m
ar

of
E

nglish:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

97
77

109
103

Partialstochastic
gram

m
arof

L
um

m
i:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

107
110

83
93.5
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C
ould

com
peting

conventionalgenerative
gram

m
ars

explain
the

passive
variation

in
E

nglish?

T
he

com
peting

gram
m

arstheory
ofvariation

is
a

m
odelofdiglossia

(K
roch

2001).
O

n
the

diglossic
m

odel
of

variation,
the

contact
betw

een
tw

o
differentpopulations

having
differentgram

m
ars

leads
to

internalization
of

com
peting

gram
m

ars
by

individualspeakers,w
ho

controltw
o

separate
varieties.

For
exam

ple,som
e

historicalchanges
in

E
nglish

w
ord

order
are

attributed
to

the
influence

of
Scandinavian

speakers
in

N
orthern

E
ngland

(K
roch

and
Taylor

1997).

C
ould

the
diglossic

m
odelexplain

our
passive

findings?
O

n
this

account,
individual

speakers
w

ould
vary

in
the

frequency
of

passive
outputs

because
they

have
internalized

alternative
gram

m
ars

w
hich

they
deploy

w
ith

varying
frequency.

T
he

differentgram
m

ars
w

ould
have

arisen
from

contactbetw
een

differentpopulations
speaking

varieties
of

E
nglish

w
ith

and
w

ithoutthe
passive

construction
for

certain
person/role

com
binations.

O
ne

population
w

ould
have

L
um

m
i-like

gaps
in

actives
and

passives
as

a
hard

constraintof
their

E
nglish

gram
m

ar,perhaps
as

a
result

of
som

e
param

eter
setting

of
U

G
.
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Som
e

early
studies

propose
that

m
iddle-class

E
nglish

speakers
use

an
‘elaborated

code’
w

hich
has

a
higher

proportion
of

passive
verbs

am
ong

all
finite

verbs
than

a
‘restricted

code’
of

w
orking-class

speakers,w
hich

has
a

low
er

percentage
(B

ernstein
1971

ao).
B

ut
these

studies
have

been
criticized

for
failing

to
isolate

the
syntactic

choice
betw

een
active

and
passive,w

hich
show

s
no

signficantdifference
betw

een
these

groups
(W

einer
and

L
abov

1981:32).(Passives
should

be
com

pared
to

equivalent
actives,

rather
than

to
all

sentences.
T

he
latter

can
be

influenced
by

differences
in

w
hat

is
talked

about,
given

that
passives

require
few

er
argum

ents
than

actives.)
Spontaneous

speech
show

s
significantstylistic

and
discourse

effects
on

the
choice

of
(agentless)

passive
or

generalized-subjectactive. a
B

ut:
“A

ll
of

these
conditions

on
the

selection
of

active
vs.passive

are
generalfeatures

of
the

E
nglish

language,used
in

m
uch

the
sam

e
w

ay
by

the
very

different
sub-sections

of
the

speech
com

m
unities

that
w

e
studied.”(W

einer
and

L
abov

1981:
56).

C
onclusion:

D
iglossia

is
an

unlikely
m

odel
for

our
passive

data.
“

A
ll

sections
ofthe

population
appear

to
treatthe

passive/active
choice

in
the

sam
e

w
ay,and

conversely,the
sam

e
constraints

are
found

throughoutthe
speech

com
m

unity.”
(W

einer
and

L
abov

1981:56)
aG

eneralized
pronoun

subjects
(“they”)

are
characteristic

ofcolloquialE
nglish,w

hile
pas-

sives
are

a
m

ark
of

form
al

scientific
and

literary
discourse;

passives
are

also
favored

by
the

discourse
tendencies

to
preserve

subjectreference
and

structural
parallelism

.
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W
hy

should
w

e
believe

that
the

sam
e

constraints
are

present
in

every
gram

m
ar?

T
he

person
hierarchy

is
rooted

in
cognitive

and
com

m
unicative

tendencies
w

hich
affectnotjustthe

form
alproperties

of
a

few
particular

languages,
butevery

language.

Is
itnecessary

to
assum

e
the

constraints
are

innate?

N
o,universality

does
notim

ply
innateness.

Som
e

constraints
m

ay
reflect

innate
biases,

som
e

m
ay

reflect
com

m
on

circum
stances

of
the

pragm
atic

environm
ent.

H
ow

can
a

speaker
have

a
(non-innate)

constraint,grounded
or

not,for
w

hich
s/he

has
no

evidence?
(N

ew
m

eyer)

C
onstraints

w
hich

are
notdom

ain-specific
are

evidenced
independently

of
their

role
in

gram
m

ar(w
hich

m
ay

be
overridden

by
other

constraints).For
exam

ple,the
shape

of
the

hum
an

vocal
tractm

akes
certain

sounds
m

ore
difficult

to
produce

irrespective
of

any
distributional

evidence
for

their
presence

or
absence

thata
speaker

m
ay

encounter
in

learning
a

particular
language.

7 '&

$%

T
w

o
(broad)theories

of
the

person
hierarchy:

perspective-based:
em

pathy
or

perspective-taking
(K

uno
and

K
aburaki

1977;
D

eL
ancey

1981;
K

uno
1987;

M
acW

hinney
in

progress,
ao)

—
gram

m
ar

is
designed

to
facilitate

perspective
shifting

during
com

m
unica-

tion;interlocutors
share

the
perspectives

of
speech-actparticipants

and
of

referents
having

causalroles.

pragm
atics-based:

accessibility
of

referents
in

the
pragm

atic
context

(G
ivón

1976,
1979,

1994;
A

riel
1991;

W
arren

and
G

ibson
2001;

cf.
G

ordon
et

al.
2001)

—
nom

inal
expressions

are
m

ost
easily

processed
w

hen
their

referents
are

contextually
accessible

T
he

connection
to

voice:
Speech-act

participants,
referents

having
causal

roles,
and

contextually
accessible

referents
all

tend
to

receive
m

ore
attention

and
are

consequently
m

ore
frequently

the
subjects

of
predication.
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W
hat

is
gained

by
the

m
odel?

R
ecall:

L
ogicalE

ntailm
ent

of
Im

plicationalU
niversals

T
he

theory
of

harm
onic

alignm
entlogically

entails
certain

crosslinguistic
generalizations,w

hich
follow

from
the

constraintsubhierarchies
and

the
transitivity

of
constraintdom

ination
(�

)
in

ordinal(‘vanilla’)O
T.

C
om

rie
(1989:128

):
“

...the
m

ostnaturalkind
oftransitive

construction
is

one
w

here
the

A
is

high
in

anim
acy

and
definiteness

and
the

P
is

low
er

in
anim

acy
and

definiteness;
and

any
deviation

from
this

pattern
leads

to
a

m
ore

m
arked

construction.”
T

he
spread

ofm
arkedness:

A
gent

↓
Patient

→
L

ocalperson
T

hird
person

L
ocalperson

T
hird

person

D
isregarding

other
constraints,

if
passivization

is
categorical

for
som

e
input,

then
it

m
ust

be
categorical

for
any

m
ore

m
arked

input
(D

ingare
2001:

16–17).
For

exam
ple,in

L
um

m
iand

Picurı́s,passive
is

obligatory
for

input
from

the
low

er
left

cell
and

optional
for

input
from

the
low

er
rightcell.

P
rediction:

In
no

languages
does

the
reverse

hold.
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G
eneralization:

P
redictions

of
R

elative
F

requency

D
isregarding

otherconstraints,ifpassivization
occurs

w
ith

som
e

frequency
for

a
given

input,
then

(by
A

issen’s
theory

of
harm

onic
alignm

ent
expressed

w
ithin

the
Stochastic

O
T

m
odel)

it
m

ust
occur

w
ith

equal
or

higher
frequency

for
any

m
ore

m
arked

input(D
ingare

2001:
18).

A
gent

↓
Patient

→
L

ocalperson
T

hird
person

L
ocalperson

T
hird

person
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W
hy

is
E

nglish
like

L
um

m
iand

P
icurı́s?

It
is

“a
m

ainstay
of

functional
linguistics”

that
“linguistic

elem
ents

and
patterns

that
are

frequent
in

discourse
becom

e
conventionalized

in
gram

m
ar”

(from
a

publisher’s
blurb

on
B

ybee
and

H
opper

2001).
O

n
this

view
,

L
um

m
i

and
Picurı́s

are
sim

ply
at

an
extrem

e
point

from
E

nglish
along

the
continuum

of
conventionalization

that
connects

frequentistic
preferences

in
usage

to
categoricalgram

m
aticalconstraints.
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C
onventionalization

and
F

requency

Stochastic
O

T
gram

m
ars

allow
us

to
place

the
person/voice

interactions
in

E
nglish

and
L

um
m

i
at

points
on

a
continuum

of
conventionalization

thatconnects
frequentistic

preferences
in

usage
to

categoricalgram
m

atical
constraints.

If
this

generalperspective
is

correct,then
w

e
w

ould
expectto

find
languages

atinterm
ediate

points
on

this
sam

e
continuum

.

Squam
ish

exam
ple:

3
→

2:
passive

obligatory
in

L
um

m
iand

Squam
ish

3
→

1:
passive

obligatory
in

L
um

m
i,optionalin

Squam
ish

Sm
ooth

L
um

m
i-Squam

ish
R

eranking:

*O
bl

1
,
2
�

*S
3
�

*O
2 ,*O

1 ,*S
p
t

D
ifferent

points
in

the
changing

categoricity
of

person
effects

on
the

passive
w

ill
be

reflected
by

gradualchanges
in

frequency,as
the

relative
distance

betw
een

constraints
shrinks

and
grow

s.
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R
eranking

produces
sm

ooth
changes

in
frequency—

If
reranking

is
the

m
ovem

ent
in

strength
of

a
constraint

along
the

continuous
scale,

as
im

plied
by

the
stochastic

O
T

m
odel,

then
(all

else
being

equal)
sm

ooth
changes

in
the

relative
frequencies

of
usage

are
predicted.

—
butnotlinear

changes:

If
a

constraint
reranking

is
crucial

to
the

choice
betw

een
tw

o
outputs,

and
the

distance
betw

een
the

tw
o

constraints
is

changing
linearly,

the
prediction

is
that

w
e

should
see

an
‘S’

curve
betw

een
the

proportion
of

occurrences
of

the
tw

o
outputs,of

the
sortthathas

been
w

idely
rem

arked
on

in
historicaland

socio-linguistics
(W

einreich,L
abov,and

H
erzog

1968,
B

ailey
1973,K

roch
2001).
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Logistic response

D
ifference in base constraint ranking

Proportion of the time output is passive

-10
-5

0
5

10

0.0 0.2 0.4 0.6 0.8 1.0

E
nglish

S
quam

ish

Lum
m

i
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“N
ot

all
variability

and
heterogeneity

in
language

structure
involves

change;but
allchange

involves
variability

and
hetero-

geneity.”

—
W

einreich,L
abov,and

H
erzog

(1968:188)

15 '&
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Q
uestions

aboutthe
R

ole
ofF

requency
in

G
ram

-
m

ar

W
hatdoes

random
ness

really
m

ean
in

a
cognitive

linguistic
m

odel?

T
he

effective
ranking

(‘selectionPoint’)
of

a
constraint

C
i

is
given

by
the

equation
(B

oersm
a

2000:
483):

s
e
le

ctio
n
P

o
in

t
i
=

r
a
n
k
in

g
V

a
lu

e
i
+

n
o
is

e

T
he

n
o
is

e
variable

represents
unknow

n
factors

that
are

independentof
the

linguistic
theory

em
bodied

in
the

constraintset.
W

e
assum

e
thatthere

is
in

facta
determ

inistic
function

from
the

totalcontextplus
the

inputto
the

output,butthe
contextis

too
com

plex
to

know
in

detail.
T

he
random

noise
variable

sim
ply

m
odels

our
ignorance

of
the

total
context

and
of

the
non-linguistic

factors
thatdeterm

ine
the

probability
of

an
output,for

exam
ple

by
affecting

the
speaker’s

sensitivity
to

aspects
of

the
current

context. a

aTo
conclude

that
the

variable
usage

m
odelled

by
this

theory
is

therefore
random

and
uncaused

in
the

realw
orld

is
the

”fallacy
of

reified
ignorance”

described
by

B
resnan

and
D

eo
2001.
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Is
allvariation

due
to

‘noise’?

N
o.A

notherdeterm
inantof

frequency
is

style,w
hich

B
oersm

a
and

H
ayes

(2001:
83–84)representby

a
sim

ple
scale:

(m
axim

ally
casual)

0
≤

S
ty

le
≤

1
(

m
axim

ally
form

al)

To
m

odel
stylistic

variation,
they

propose
that

the
selection

point
for

a
given

constraint
C

i
be

determ
ined

by
the

follow
ing

equation,
w

here
s
ty

le
S

e
n
s
itiv

ity
i is

a
constraint-specific

value:

s
e
le

ctio
n
P

o
in

t
i
=

r
a
n
k
in

g
V

a
lu

e
i
+

s
ty

le
S

e
n
s
itiv

ity
∗
S

ty
le

+
n
o
is

e

“C
onstraints

w
ith

positive
values

for
s
ty

le
S

e
n
s
itiv

ity
take

on
higher

ranking
vlaues

in
form

al
speech;

constraints
w

ith
negative

values
for

s
ty

le
S

e
n
s
itiv

ity
take

on
higher

ranking
values

in
casual

speech,
and

constraints
w

ith
zero

values
of

s
ty

le
S

e
n
s
itiv

ity
are

style
insensitive.”

T
he

style
factor

is
not

itself
a

gram
m

atical
constraint,

but
it

boosts
or

depresses
the

rankings
of

groups
of

gram
m

atical
constraints

in
a

system
atic

w
ay

w
hich

reflects
a

kind
of

sociolinguistic
com

petence.
Fluent,native

know
ledge

of
a

language
can

be
gauged

precisely
by

the
controlof

such
factors

and
the

ability
to

deploy
them

appropriately.
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D
oes

itm
ake

sense
to

derive
frequencies

ofusage
from

gram
m

ar?

A
fter

all,unlike
the

gram
m

aticality
ofa

linguistic
form

,w
hich

is
an

ideal-
ization

over
usage,the

actualfrequency
ofusage

ofa
form

is
a

function
of

both
gram

m
aticalstructure

(as
determ

ined
by

the
theory

em
bodied

in
the

constraintset)
and

extra-gram
m

aticalfactors
such

as
m

em
ory

lim
itations,

processing
load,

and
the

context.
T

hese
extra-gram

m
atical

factors
are

not
represented

by
constraints

in
the

stochastic
gram

m
ars.

T
herefore

the
gram

m
ars

that
derive

the
given

output
distributions

m
ust

be
bogus,

because
their

constraintrankings
com

pletely
determ

ine
the

distributions,
w

hen
in

factnon-constraintfactors
play

an
im

portantrole
in

determ
ining

frequency.

K
now

ledge
of

the
gram

m
atical

structure
of

a
particular

language
is

represented
by

the
(m

ean)
ranking

values
of

the
constraints.

E
xtra-

gram
m

aticalfactors
affecting

language
use

are
represented

by
the

variables
thatperturb

the
rankings.So

each
‘com

petence’gram
m

ar(=
setofranking

values)
is

em
bedded

in
a

‘usage’
gram

m
ar

(the
style

and
noise

variables).
T

his
em

bedding
enables

a
m

uch
richer

array
of

evidence
to

be
used

in
studies

of
gram

m
ar

than
w

ith
classicalapproaches.
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D
oesn’tthis

approach
blur

the
line

betw
een

com
petence

and
perform

ance?

D
ata

do
notcom

e
into

the
w

orld
pre-theoretically

classified
as

‘com
petence

data’
or

‘perform
ance

data’.
Itis

our
theories

w
hich

perm
itus

to
interpret

som
e

kinds
of

data
and

force
us

to
disregard

others.

A
s

theory
m

atures,the
very

sam
e

data
are

often
reclassified.

—
W

itness
the

developm
entof

m
odern

sem
antic

theory,w
hich

has
broughtm

ore
and

m
ore

data
earlier

classified
as

‘pragm
atic’

and
therefore

outside
of

the
bounds

of
gram

m
ar,w

ithin
the

scope
of

gram
m

aticaltheory.
Sim

ilarly,
phonetics

has
increasingly

com
e

into
the

dom
ain

of
recentphonological

theory.
O

ur
study

suggests
thatform

alsyntactic
theory

m
ay

be
ripe

for
a

sim
ilar

developm
ent.

(G
ram

m
aticality

judgm
ents

are
justas

m
uch

perform
ances

as
m

ore
easily

quantifiable
behaviors.T

here
are

no
privileged

data
for

linguistic
theory.)
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W
here

is
the

rest
of

the
gram

m
ar?

A
nsw

er.
T

here
are

further
lexical,

m
orphosyntactic,

and
syntactico-

sem
antic

optim
izations,for

w
hich

w
e

m
ustchoose

a
specific

representa-
tionalbasis.

In
the

O
T-L

F
G

form
alization

(using
L

F
G

as
the

representationalbasis
for

O
T

syntax),these
can

be
com

puted
in

parallel.
E

xam
ples:

verbalagreem
ent

choices,the
selection

of
analytic

or
synthetic

form
s,and

sententialw
ord

order
patterns. a

L
anguage-particular

effects
follow

from
anchoring

general
fam

ilies
of

constraints
to

specific
w

ord
classes,paradigm

s,or
m

orphs.
aSee

C
hoi

1999,B
resnan

2000,2001a,b,c,in
press;

B
resnan

and
D

eo
2001;

K
uhn

2001;
L

ee
2001,C

lark
2002a,b,Sells

2001a,b,K
oontz-G

arboden
2002,and

references.
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ParallelO
ptim

izations
(O

T-L
FG

):

[

S
U

B
Ji

[1
S

G
P

R
O

]2
P

R
E

D
H

IT
(i

,
j

)
O

B
Jj

[3
S

G
P

R
O

]3

]

1

S

D
P

V
P

D
V

D
P

I
[1

S
G

P
R

O
]2
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[ S

U
B

J:[3
S

G
]2

P
R

E
D

H
IT

(A
G

,P
T)]1

him
[3

S
G

P
R

O
]3

[

G
F
i

[1
S

G
P

R
O

]
P

R
E

D
H

IT
(i

,
j

)
G

F
j

[3
S

G
P

R
O

]

]

[

S
U

B
Ji

[1
S

G
P

R
O

]
2

P
R

E
D

H
IT

(i
,

j
)

O
B

Jj
[3

S
G

P
R

O
]
3

]

1

S

D
P

V
P

D
V

D
P

I
[1

S
G

P
R

O
]2

hit
[ S

U
B

J:[
]2

P
R

E
D

H
IT

(A
G

,P
T)]1

him
[3

S
G

P
R

O
]3

[

O
B

L
j

[1
S

G
P

R
O

]3
P

R
E

D
H

IT
(j

,
i)

S
U

B
Ji

[3
S

G
P

R
O

]2

]

1

IP

D
P

I
′

D
I

V
P

he
[3

S
G

P
R

O
]2

is
[ S

U
B

J:[3
S

G
]2

]1

hit
[...]1

by
m

e
[...]3

...
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H
ow

can
language

particularity
be

accounted
for

in
O

T
?

•
System

atic
language-particular

properties
are

derived
by

constraint
ranking.

•
Som

e
universalconstraintfam

ilies
are

indexed
to

language-particular
w

ord
classes

or
m

orphem
es,

such
as

the
fam

ily
of

m
orphological

alignm
entconstraints

(M
cC

arthy
and

Prince
1993)

and
m

orphologi-
cally

indexed
faithfulness

constraints
(U

rbanczyk
1995,1996;B

enua
1995,1996;Fukazaw

a
1997).

•
U

nsystem
atic

properties
of

a
particular

language
m

ust
be

lexically
specified.


