
1 '&

$%

T
he

Stochastic
G

eneralization
(PartIII)

JO
A

N
B

R
E

S
N

A
N

S
tanford

U
niversity

[based
on

w
ork

by
B

resnan,D
ingare,and

M
anning]

[O
ptim

ality
T

heory
and

Typology,S
um

m
er

S
chool2002]
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I.
T

he
G

eneralization
across

H
ard

and
Soft

C
onstraints

G
ivón:

“W
hatw

e
are

dealing
w

ith
is

apparently
the

very
sam

e
com

m
u-

nicative
tendency—

to
reserve

the
subjectposition

in
the

sentence
for

the
topic,

the
old-inform

ation
argum

ent,
the

“continuity
m

arker.”
In

som
e

languages
(K

rio,
etc.),

this
com

m
unicative

tendency
is

expressed
at

the
categoriallevelof

100%
.

In
other

languages
(E

nglish,etc.)
the

very
sam

e
com

m
unicative

tendency
is

expressed
“only”

at
the

noncategoriallevel
of

90%
.

A
nd

a
transform

ational–generative
linguistw

illthen
be

forced
to

count
this

factas
com

petence
in

K
rio

and
perform

ance
in

E
nglish.”

—
G

ivón
(1979:26–31)

3 '&

$%

P
icurı́s

exam
ples:

S

� nene
m

o� n-� a� n.
m

an
see- PA

S
T

‘T
he

m
an

saw
him

.’
3
→

3:
passive

optional
M

o� n-m
ia-� a� n

s� nene-pa.
see-PA

S
S-PA

S
T

m
an-O

B
L

‘H
e

w
as

seen
by

the
m

an.’

S

� nene
ti-m

o� n- �a� n.
m

an
1

S
G

S
U

B
J.A

N
IM

O
B

J-see-PA
S

T

‘I
saw

the
m

an.’
1,2
→

3:
passive

ungram
m

atical
*

S

� nene
m

o� n-m
ia- �a� n

na� -pa.
m

an
see-PA

S
S-PA

S
T

1
S

G
-O

B
L

‘T
he

m
an

w
as

seen
by

m
e.’

*
‘T

he
m

an
saw

m
e.’

3
→

1,2:
passive

obligatory
Ta-m

o� n-m
ia- �a� n

s� nene-pa.
1

S
G

S
U

B
J
i
n

t
r
a

n
s -see-PA

S
S-PA

S
T

m
an-O

B
L

‘I
w

as
seen

by
the

m
an.’
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L
um

m
iexam

ples:

x� či-t-s
c

�

sw

� y

�q

�
�

c

�

sw
i�qo

�� �

know
-T

R
-3.T

R
.S

U
B

J
the

m
an

the
boy

‘T
he

m
an

know
s

the
boy’

3
→

3:
passive

optional
x� či-t-�

c�

sw
i �qo

�� �

�

c

�

sw

� y

�q

�
�

know
-T

R
-PA

S
S

the
boy

by
the

m
an

‘T
he

boy
is

know
n

by
the

m
an’

x� či-t=
s� n/=

sx
w

c

�

sw

� y

� q

�
�

know
-T

R
=

1/2.S
G

.N
O

M
the

m
an

‘I/you
know

the
m

an’
1,2
→

3:
passive

ungram
m

atical
*

‘T
he

m
an

is
know

n
by

m
e/you’

*
‘T

he
m

an
know

s
m

e/you’
3
→

1,2:
passive

obligatory
x� či-t-� =

s� n/=
sx

w

�

c

�

sw

� y

� q

�
�

know
-T

R
-PA

S
S=

1/2.S
G

.N
O

M
by

the
m

an
‘I

am
/you

are
know

n
by

the
m

an’
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E
vidence

from
E

nglish

(B
resnan,D

ingare,and
M

anning’s
2001

study
of

S
W

IT
C

H
B

O
A

R
D

)

R
ate

of
Passivization

A
gent

↓
Patient

→
L

ocalperson
T

hird
person

L
ocalperson

0.0%
0.0%

T
hird

person
2.9%

1.2%

C
om

pared
to

the
rate

of
passivization

for
inputs

of
third

persons
acting

on
third

persons
(1.2%

),the
rate

of
passivization

for
first

or
second

person
acting

on
third

is
substantially

depressed
(0%

)
w

hile
thatfor

third
acting

on
firstor

second
(2.9%

)
is

substantially
elevated.

H
arm

onic
alignm

ent
gave

us
tw

o
particular

hypotheses
w

hich
are

sup-
ported

by
these

data:
thatthe

rate
of

passivization
of

3
→

1,2
should

be
higher

than
for

3
→

3
(1-sided

Fisher
exact,

p
<

0
.0

0
8);and

thatthe
rate

ofpassivization
of

1,2
→

3
should

be
low

erthan
for3

→
3

(1-sided
Fisher

exact,
p

<
0
.0

0
0
1).

6 '&
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II.Stochastic
O

T
G

ram
m

ars

Partialstochastic
gram

m
ar

of
E

nglish:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

97
77

109
103

Partialstochastic
gram

m
arof

L
um

m
i:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

107
110

83
93.5

7 '&

$%

T
he

G
radualL

earning
A

lgorithm

strict
lax

104
99.6

90.1

*A
*B

A
!

*A
*B

A
!

☞
cand

1
*

cand
2

*!

*B
*A

A
!

cand
1

*!
☞

cand
2

*

8 '&
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If
cand

1
is

correct,then
w

hen
cand

2
is

produced
...:

strict
lax

104
99.6

90.1

*A
*B

A
!

*B
⇒

⇐
*A

A
!

cand
1

*!
☞

cand
2

*

R
esult:

C
ategoricaldata

repelconstraints
A

*
and

B
*.
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If
cand

2
is

correct,then
w

hen
cand

1
is

produced
...:

strict
lax

104
99.6

90.1

*A
*B

A
!

*A
⇒

⇐
*B

A
!

☞
cand

1
*

cand
2

*!

R
esult:

C
ategoricaldata

cause
*A

and
B

*
to

gradually
rerank

and
then

continue
spreading

apart.

10 '&

$%

If
both

cand
1

and
cand

2
are

correctoutputs
for

the
sam

e
input,then

...:

strict
lax

104
99.6

90.1

*A
*B

A
!

*A
⇒

⇐
*B

A
!

☞
cand

1
*

cand
2

*!

*B
⇒

⇐
*A

A
!

cand
1

*!
☞

cand
2

*

R
esult:

Variable
data

attract/repelconstraints
*A

and
*B

into
an

eventual
holding

pattern
thatm

atches
the

frequency
ofvariation.
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W
hy

is
E

nglish
like

L
um

m
iand

P
icurı́s?

It
is

“a
m

ainstay
of

functional
linguistics”

that
“linguistic

elem
ents

and
patterns

that
are

frequent
in

discourse
becom

e
conventionalized

in
gram

m
ar”

(from
a

publisher’s
blurb

on
B

ybee
and

H
opper

2001).
O

n
this

view
,

L
um

m
i

and
Picurı́s

are
sim

ply
at

an
extrem

e
point

from
E

nglish
along

the
continuum

of
conventionalization

that
connects

frequentistic
preferences

in
usage

to
categoricalgram

m
aticalconstraints.

12 '&

$%

C
onventionalization

and
F

requency

Stochastic
O

T
gram

m
ars

allow
us

to
place

the
person/voice

interactions
in

E
nglish

and
L

um
m

i
at

points
on

a
continuum

of
conventionalization

thatconnects
frequentistic

preferences
in

usage
to

categoricalgram
m

atical
constraints.

If
this

generalperspective
is

correct,then
w

e
w

ould
expectto

find
languages

atinterm
ediate

points
on

this
sam

e
continuum

.

Squam
ish

exam
ple:

3
→

2:
passive

obligatory
in

L
um

m
iand

Squam
ish

3
→

1:
passive

obligatory
in

L
um

m
i,optionalin

Squam
ish

Sm
ooth

L
um

m
i-Squam

ish
R

eranking:

*O
bl

1
,
2
�

*S
3
�

*O
2 ,*O

1 ,*S
p
t

D
ifferent

points
in

the
changing

categoricity
of

person
effects

on
the

passive
w

ill
be

reflected
by

gradualchanges
in

frequency,as
the

relative
distance

betw
een

constraints
shrinks

and
grow

s.
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R
eranking

produces
sm

ooth
changes

in
frequency—

If
reranking

is
the

m
ovem

ent
in

strength
of

a
constraint

along
the

continuous
scale,

as
im

plied
by

the
stochastic

O
T

m
odel,

then
(all

else
being

equal)
sm

ooth
changes

in
the

relative
frequencies

of
usage

are
predicted.

—
butnotlinear

changes:

If
a

constraint
reranking

is
crucial

to
the

choice
betw

een
tw

o
outputs,

and
the

distance
betw

een
the

tw
o

constraints
is

changing
linearly,

the
prediction

is
that

w
e

should
see

an
‘S’

curve
betw

een
the

proportion
of

occurrences
of

the
tw

o
outputs,of

the
sortthathas

been
w

idely
rem

arked
on

in
historicaland

socio-linguistics
(W

einreich,L
abov,and

H
erzog

1968,
B

ailey
1973,K

roch
2001).

14 '&

$%

Logistic response

D
ifference in base constraint ranking

Proportion of the time output is passive

-10
-5

0
5

10

0.0 0.2 0.4 0.6 0.8 1.0

E
nglish

S
quam

ish

Lum
m

i
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“N
ot

all
variability

and
heterogeneity

in
language

structure
involves

change;but
allchange

involves
variability

and
hetero-

geneity.”

—
W

einreich,L
abov,and

H
erzog

(1968:188)
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III.T
w

o
theories

of
how

the
person

hierarchy
influences

voice

perspective-based:
em

pathy
or

perspective-taking
(K

uno
and

K
aburaki

1977;
D

eL
ancey

1981;
K

uno
1987;

M
acW

hinney
in

progress,
ao)

—
gram

m
ar

is
designed

to
facilitate

perspective
shifting

during
com

m
unica-

tion;interlocutors
share

the
perspectives

of
speech-actparticipants

and
of

referents
having

causalroles.

pragm
atics-based:

accessibility
of

referents
in

the
pragm

atic
context

(G
ivón

1976,
1979,

1994;
A

riel
1991;

W
arren

and
G

ibson
2001;

cf.
G

ordon
et

al.
2001)

—
nom

inal
expressions

are
m

ost
easily

processed
w

hen
their

referents
are

contextually
accessible

T
he

connection
to

voice:
Speech-act

participants,
referents

having
causalroles,and

contextually
accessible

referents
alltend

to
receive

m
ore

attention
and

are
consequently

m
ore

frequently
the

subjects
ofpredication.

W
hich

is
correct?
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...perhaps
both!

C
onstraints

overlap:

hum
ans

localpersons
expressed

by
pronom

inals
given

in
the

utterance
situation

(Speaker,H
earer)

nonhum
ans

and
hum

ans
third

persons
expressed

by
nom

inals
and

pronom
inals

notnecessarily
given

in
the

utterance
situation

B
ecause

of
statisticaldependencies

of
the

input,other
constraints

can
also

derive
a

softperson
effect.

18 '&
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Previous
studies

show
that

givenness/topicality
interacts

w
ith

the
choice

of
active

or
passive.A

m
ong

others:

E
stivaland

M
yhill(1988:

457–8):

T
he

relative
frequency

of
the

choice
of

passive
over

active
increases

w
ith

‘nontopical’
(nom

inal,nonhum
an,and

indefinite)
agents

and
w

ith
‘topical’

(pronom
inal,

hum
an,

or
definite)

patients.

W
einer

and
L

abov
(1981:

46–54):

T
he

relative
frequency

of
the

choice
of

passive
over

active
in-

creases
w

ith
given

patients
and

decreases
w

ith
new

patients.
[‘G

iven’
argum

ents
are

operationaly
defined

to
have

a
corefer-

entialN
P

w
ithin

the
preceding

5
clauses,irrespective

of
speaker

turns.]
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H
ypotheticalStO

T
gram

m
arfor

the
E

nglish-style
‘pragm

atic
passive’: a

strict
lax

104
99.6

90.1

*S
pt

*S
new

er
*O

1,2

input:
v(ag/new

,pt)
*S

p
t

*S
n

e
w

e
r

(or
*S

t )
*O

1
,
2

☞
active:

S
a
g ,O

p
t

*
passive:

S
p
t ,O

bla
g

*!

input:
v(ag/new

,pt)
*S

n
e
w

e
r

(or
*S

t )
*S

p
t

*O
1
,
2

active:
S

a
g ,O

p
t

*!
☞

passive:
S

p
t ,O

bla
g

*

a*S
n

e
w

e
r

=
avoid

subjects
w

hich
are

discourse-new
er

than
non-subject

argum
ents

of
the

sam
e

clause
(B

irner
and

W
ard

1998)
(
≈

A
issen’s

(1999)
*Su/x).
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H
ow

topicality/accessibility
derives

a
softperson

effect.

G
iven

thatfirstand
second

persons
are

seldom
discourse

new
,w

hile
third

persons
m

ay
be

(C
oorem

an
1987),one

could
assum

e
that

local
person

subjects
are

not
penalized

by
the

avoidance
of

new
er

subjects,
w

hile
non-localperson

subjects
are.

T
hen

a
softeffectof

the
person

hierarchy
w

ould
follow

from
*S

n
e
w

e
r

in
addition

to
any

effectof
person-avoidance

constraints.

N
onlocal

agents
are

differentially
favored

for
passivization

by
new

ness
(assum

ing
thatthird

person
is

inherently
new

er
than

localperson):

input:
v(ag/3/new

,pt/3)
*S

n
e
w

e
r

(or
*S

t )
*S

p
t

active:
S

a
g ,O

p
t

*!
☞

passive:
S

p
t ,O

bla
g

*

input:
v(ag/2,pt/3)

*S
n

e
w

e
r

(or
*S

t )
*S

p
t

☞
active:

S
a
g ,O

p
t

passive:
S

p
t ,O

bla
g

*!
*
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Sim
ilarly,nonlocalpatients

are
differentially

disfavored
for

passivization
by

new
ness

(again
assum

ing
that

third
person

is
inherently

new
er

than
localperson):

input:
v(ag/3,pt/3/new

)
*S

n
e
w

e
r

(or
*S

t )
*S

p
t

☞
active:

S
a
g ,O

p
t

passive:
S

p
t ,O

bla
g

*!
*

input:
v(ag/3,pt/2)

*S
n

e
w

e
r

(or
*S

t )
*S

p
t

active:
S

a
g ,O

p
t

*!
☞

passive:
S

p
t ,O

bla
g

*
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Soft
‘Topicality’

E
ffects

on
E

nglish
A

ctive/P
assive

C
hoice:

the
Sw

itchboard
C

orpus

T
he

parsed
Sw

itchboard
corpus

is
nottagged

for
topicality

or
givenness,

butw
e

can
approxim

ate
this

inform
ation-status

conceptby
com

paring
the

distributions
of

m
ore

and
less

definite
nom

inalexpression
types,such

as
pronouns,propernam

es,definite
and

indefinite
noun

phrases.

In
the

T
reebank

Sw
itchboard

corpus
localperson

pronouns
are

plentiful,
but

the
distribution

of
pronouns

and
lexical

(=
nonpronom

inal)
N

Ps
is

highly
skew

ed
(Francis

etal.1999):

•
91%

of
subjects

are
pronom

inal

•
66%

of
objects

are
lexical

W
e

found
significant‘topicality’

effects
on

passivization
in

Sw
itchboard,

follow
ing

the
m

ethods
of

D
ingare

(2001:19–23). a

aT
he

results
reported

here
are

w
ork

in
progress

by
B

resnan,
D

ingare,
and

M
anning,

and
should

notbe
quoted

w
ithoutperm

ission.
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Sw
itchboard

R
ates

of
Passive

by
Pronom

inality
of

A
gentand

Patient a

Pt
→

Pronoun
N

on-Pronoun
A

g
↓

Pronoun
A

:
2457

A
:

3527
P:

4
(0.16%

)
P:

0
(0%

)

N
on-Pronoun

A
:179

A
:216

P:
18

(9.14%
)

P:
8

(3.57%
)

A
:A

ctive
count;P:Passive

count;(n
%

):
percentpassives

:one-sided
Fisher

exact,
p

<
0
.0

5

:
one-sided

Fisher
exact,

p
<

0
.0

0
0
1

aPronouns
=

definite
personalpronouns

and
reflexives;N

on-Pronouns
=

D
efinites,Proper

N
am

es,and
Indefinites.
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Sw
itchboard

R
ates

of
Passive

by
D

efiniteness
of

A
gentand

Patient a

Pt
→

A
llD

efinite
Indefinite

A
g
↓

A
llD

efinite
A

:
4756

A
:

1567
P:

23
(0.48%

)
P:

0
(0%

)

Indefinite
A

:42
A

:14
P:

7
(14.29%

)
P:

0
(0%

)

A
:A

ctive
count;P:Passive

count;(n
%

):
percentpassives

:one-sided
Fisher

exact,
p

<
0
.0

5

:
one-sided

Fisher
exact,

p
<

0
.0

0
0
1

aA
llD

efinites
=

Pronouns,Proper
N

am
es,and

D
efinites.

D
efinites

=
N

Ps
beginning

w
ith

the,this,that,these,or
those

and
notfollow

ed
by

a
proper

noun;Indefinites
=

N
Ps

beginning
w

ith
a,an,or

som
e

and
not

follow
ed

by
a

proper
noun.

N
Ps

beginning
w

ith
possessives

are
excluded.
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H
ard

‘Topicality’
E

ffects
in

L
um

m
i

L
um

m
i

categorically
avoids

pronom
inal

objects
w

ith
non-pronom

inal
subjects

(Jelinek
and

D
em

ers
1983,1994):

*
‘T

he
m

an
know

s
it.’

x� či-t-

�

�

c

�

sw
� y

�q

�
�

know
-T

R
-PA

S
S

by
the

m
an

‘Itis
know

n
by

the
m

an’

x� či-t-s
c

�

sw

� y

�q
�

�

know
-T

R
-3.T

R
.S

U
B

J
the

m
an

‘H
e

know
s

the
m

an.’

L
um

m
icategorically

avoids
indefinite

subjects
of

transitive
verbs

(Jelinek
and

D
em

ers
1994:714,732).
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T
hese

and
related

facts
a

follow
from

the
theory

of
harm

onic
alignm

entin
O

T
:constraints

favoring
the

harm
onic

association
of

referentially
prom

i-
nent

argum
ents

(pronoun,
definite)

w
ith

prom
inent

syntactic
function

(subject)are
hypothesized

to
be

presentas
subhierarchies

of
the

gram
m

ars
of

all
languages,and

to
yield

categorical
gram

m
aticality

effects
if

they
outrank

other
relevantconstraints

(A
issen

1999).

T
he

stochastic
generalization

of
O

T
explains

how
these

categorical
topicality

effects
of

L
um

m
igram

m
ar

can
parallel

the
soft,

frequentistic
effects

of‘topicality’on
voice

in
E

nglish,w
hich

lie
beneath

the
threshhold

of
gram

m
aticality

judgm
ents.

aT
he

avoidance
of

local
person

objects
and

passive
agents

does
not

extend
to

the
free-

standing
referring

expressions
for

local
persons,w

hich
are

focussed,hence
‘new

er’
(Jelinek

and
D

em
ers

1994:
714).
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R
ecallG

ivón
once

again:

“W
hatw

e
are

dealing
w

ith
is

apparently
the

very
sam

e
com

m
u-

nicative
tendency—

to
reserve

the
subjectposition

in
the

sentence
for

the
topic,

the
old-inform

ation
argum

ent,
the

“continuity
m

arker.”
In

som
e

languages
(K

rio,
etc.),

this
com

m
unicative

tendency
is

expressed
at

the
categoriallevelof

100%
.

In
other

languages
(E

nglish,etc.)
the

very
sam

e
com

m
unicative

tendency
is

expressed
“only”

at
the

noncategoriallevel
of

90%
.

A
nd

a
transform

ational–generative
linguistw

illthen
be

forced
to

count
this

factas
com

petence
in

K
rio

and
perform

ance
in

E
nglish.”

—
G

ivón
(1979:26–31)
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D
oes

that
m

ean
that

person
constraints

are
not

needed
to

explain
the

interaction
ofperson

w
ith

voice?

N
o.R

ecallSquam
ish:

3
→

2:
passive

obligatory
in

L
um

m
iand

Squam
ish,optionalin

E
nglish

3
→

1:
passive

obligatory
in

L
um

m
i,optionalin

Squam
ish

and
E

nglish

T
here

is
no

independentreason
to

believe
thatthe

Speakeris
system

atically
less

‘given’
than

the
H

earer
in

Squam
ish

vs.L
um

m
i,or

thatthe
H

earer
is

system
atically

m
ore

‘given’than
the

Speaker
in

Squam
ish

vs.E
nglish.

C
onclusion:

person-avoidance
is

controlled
independently

ofinform
ation

structure.

N
evertheless,w

e
expectthem

to
overlap

substantially
...(D

ingare
2001)



29 '&

$%

Statisticaldependencies
of

the
inputcause

overlapping
constraints

to
rise

and
falltogether

under
the

G
radualL

earning
A

lgorithm
.

T
he

fact
that

tw
o

constraints
have

exactly
the

sam
e

violation
m

arks
on

a
given

input
m

eans
that

during
training,

they
w

ill
be

treated
the

sam
e

(thatis,dem
oted

or
prom

oted
by

the
sam

e
am

ount).
If

the
given

inputis
frequent,a

person
constraintw

ill
end

up
close

enough
to

an
overlapping

discourse
constraintto

drive
the

choice
of

the
outputto

som
e

degree
even

w
hen

the
candidates

are
notdriven

by
topicality.

H
ence,because

a
local

person
agent

is
rarely

realized
as

an
oblique,the

speaker
m

ay
disprefer

passive
even

w
hen

the
localperson

agentis
non-topical.

T
hus,because

of
the

statisticaldependencies
of

person
and

‘topicality’
in

the
input,the

person
and

discourse
constraints

w
ill

rise
in

tandem
under

the
G

L
A

.In
the

absence
of

active
countervailing

constraints,an
em

erging
categoricity

of
person

effects
on

voice
w

ill
necessarily

accom
pany

an
em

erging
categoricity

of
new

ness
effects

on
voice

(*S
n

e
w

e
r ),

and
vice

versa.
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IV
.

Q
uestions

about
the

R
ole

of
F

requency
in

G
ram

m
ar

W
hatdoes

random
ness

really
m

ean
in

a
cognitive

linguistic
m

odel?

T
he

effective
ranking

(‘selectionPoint’)
of

a
constraint

C
i

is
given

by
the

equation
(B

oersm
a

2000:
483):

s
e
le

ctio
n
P

o
in

t
i
=

r
a
n
k
in

g
V

a
lu

e
i
+

n
o
is

e

T
he

n
o
is

e
variable

represents
unknow

n
factors

that
are

independentof
the

linguistic
theory

em
bodied

in
the

constraintset.
W

e
assum

e
thatthere

is
in

facta
determ

inistic
function

from
the

totalcontextplus
the

inputto
the

output,butthe
contextis

too
com

plex
to

know
in

detail.
T

he
random

noise
variable

sim
ply

m
odels

our
ignorance

of
the

total
context

and
of

the
non-linguistic

factors
thatdeterm

ine
the

probability
of

an
output,for

exam
ple

by
affecting

the
speaker’s

sensitivity
to

aspects
of

the
current

context. a

aTo
conclude

that
the

variable
usage

m
odelled

by
this

theory
is

therefore
random

and
uncaused

in
the

realw
orld

is
the

”fallacy
of

reified
ignorance”

described
by

B
resnan

and
D

eo
2001.
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Is
allvariation

due
to

‘noise’?

N
o.A

notherdeterm
inantof

frequency
is

style,w
hich

B
oersm

a
and

H
ayes

(2001:
83–84)representby

a
sim

ple
scale:

(m
axim

ally
casual)

0
≤

S
ty

le
≤

1
(

m
axim

ally
form

al)

To
m

odel
stylistic

variation,
they

propose
that

the
selection

point
for

a
given

constraint
C

i
be

determ
ined

by
the

follow
ing

equation,
w

here
s
ty

le
S

e
n
s
itiv

ity
i is

a
constraint-specific

value:

s
e
le

ctio
n
P

o
in

t
i
=

r
a
n
k
in

g
V

a
lu

e
i
+

s
ty

le
S

e
n
s
itiv

ity
∗
S

ty
le

+
n
o
is

e

“C
onstraints

w
ith

positive
values

for
s
ty

le
S

e
n
s
itiv

ity
take

on
higher

ranking
vlaues

in
form

al
speech;

constraints
w

ith
negative

values
for

s
ty

le
S

e
n
s
itiv

ity
take

on
higher

ranking
values

in
casual

speech,
and

constraints
w

ith
zero

values
of

s
ty

le
S

e
n
s
itiv

ity
are

style
insensitive.”

T
he

style
factor

is
not

itself
a

gram
m

atical
constraint,

but
it

boosts
or

depresses
the

rankings
of

groups
of

gram
m

atical
constraints

in
a

system
atic

w
ay

w
hich

reflects
a

kind
of

sociolinguistic
com

petence.
Fluent,native

know
ledge

of
a

language
can

be
gauged

precisely
by

the
controlof

such
factors

and
the

ability
to

deploy
them

appropriately.
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D
oes

itm
ake

sense
to

derive
frequencies

ofusage
from

gram
m

ar?

A
fter

all,unlike
the

gram
m

aticality
ofa

linguistic
form

,w
hich

is
an

ideal-
ization

over
usage,the

actualfrequency
ofusage

ofa
form

is
a

function
of

both
gram

m
aticalstructure

(as
determ

ined
by

the
theory

em
bodied

in
the

constraintset)
and

extra-gram
m

aticalfactors
such

as
m

em
ory

lim
itations,

processing
load,

and
the

context.
T

hese
extra-gram

m
atical

factors
are

not
represented

by
constraints

in
the

stochastic
gram

m
ars.

T
herefore

the
gram

m
ars

that
derive

the
given

output
distributions

m
ust

be
bogus,

because
their

constraintrankings
com

pletely
determ

ine
the

distributions,
w

hen
in

factnon-constraintfactors
play

an
im

portantrole
in

determ
ining

frequency.

K
now

ledge
of

the
gram

m
atical

structure
of

a
particular

language
is

represented
by

the
(m

ean)
ranking

values
of

the
constraints.

E
xtra-

gram
m

aticalfactors
affecting

language
use

are
represented

by
the

variables
thatperturb

the
rankings.So

each
‘com

petence’gram
m

ar(=
setofranking

values)
is

em
bedded

in
a

‘usage’
gram

m
ar

(the
style

and
noise

variables).
T

his
em

bedding
enables

a
m

uch
richer

array
of

evidence
to

be
used

in
studies

of
gram

m
ar

than
w

ith
classicalapproaches.
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D
oesn’tthis

approach
blur

the
line

betw
een

com
petence

and
perform

ance?

D
ata

do
notcom

e
into

the
w

orld
pre-theoretically

classified
as

‘com
petence

data’
or

‘perform
ance

data’.
Itis

our
theories

w
hich

perm
itus

to
interpret

som
e

kinds
of

data
and

force
us

to
disregard

others.

A
s

theory
m

atures,the
very

sam
e

data
are

often
reclassified.

—
W

itness
the

developm
entof

m
odern

sem
antic

theory,w
hich

has
broughtm

ore
and

m
ore

data
earlier

classified
as

‘pragm
atic’

and
therefore

outside
of

the
bounds

of
gram

m
ar,w

ithin
the

scope
of

gram
m

aticaltheory.
Sim

ilarly,
phonetics

has
increasingly

com
e

into
the

dom
ain

of
recentphonological

theory.
O

ur
study

suggests
thatform

alsyntactic
theory

m
ay

be
ripe

for
a

sim
ilar

developm
ent.

(G
ram

m
aticality

judgm
ents

are
justas

m
uch

perform
ances

as
m

ore
easily

quantifiable
behaviors.T

here
are

no
privileged

data
for

linguistic
theory.)
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C
onclusion:

T
he

sam
e

categoricalphenom
ena

w
hich

are
attributed

to
hard

gram
m

atical
com

petence
constraints

in
som

e
languages

continue
to

show
up

as
statisticalpreferences

in
otherlanguages,m

otivating
a

gram
m

aticalm
odel

of
com

petence
that

can
account

for
soft

constraints.
W

e
have

show
n

how
one

exam
ple

of
this

phenom
enon

can
be

successfully
m

odeled
in

Stochastic
O

ptim
ality

T
heory.

T
hese

considerations
suggest

that
classical

gram
m

atical
descriptions

in
term

s
of

w
hat

is
‘possible’

or
‘gram

m
atical’

are
overly

idealized,
concealing

gram
m

atically
significant

statistical
structure

beneath
the

idealization
of

linguistic
intuitions

of
gram

m
aticality.
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R
eferences

Parts
of

this
lecture

are
w

ritten
up

in
the

follow
ing,w

here
references

can
be

found:

B
resnan,

Joan,
Shipra

D
ingare

and
C

hristopher
M

anning.
2001.

Soft
constraints

m
irror

hard
constraints:

V
oice

and
person

in
E

nglish
and

L
um

m
i.

In
M

.B
utt

and
T.H

.
K

ing
(eds.),

P
roceedings

of
the

L
F

G
01

C
onference,U

niversity
ofH

ong
K

ong.O
n-line,C

SL
I

Publications:
http://

csli-publications.stanford.edu/.

D
ingare,Shipra.

2001.
T

he
effect

of
feature

hierarchies
on

frequencies
of

passivization
in

E
nglish.

M
aster’s

thesis,
Stanford

U
niversity,Stan-

ford,C
A

.O
n-line,R

utgers
O

ptim
ality

A
rchive:

http://ruccs.rutgers.edu/
roa.htm

l.R
O

A
-467-0901.
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A
ssessm

ent
Q

uestion
D

ue
T

hursday,A
ugust1stin

class.

Prepare
an

essay
ofabout600

w
ords

on
one

ofthe
tw

o
follow

ing
questions.

Squib:
W

rite
a

squib
w

hich
brings

som
e

em
piricaldata

to
bear

on
issues

discussed
in

this
course.

Presentthe
data

carefully,and
m

ake
clear

how
they

are
relevantto

the
them

es
of

the
class.

R
ead

&
D

iscuss:
R

ead
one

of
the

follow
ing

papers
and

focus
on

som
e

argum
entor

argum
ents

thatitdevelops.
Sum

m
arize

the
argum

entclearly,
and

assess
it,draw

ing
on

the
class

lectures
and/or

readings.
1.

M
artin

H
aspelm

ath
(2001)

“E
xplaining

the
ditransitive-role

constraint:
A

usage-based
approach.”

C
an

be
dow

nloaded
from

the
class

w
ebpage.

2.
N

ew
m

eyer,
F.

(2002).
“O

ptim
ality

and
functionality:

A
critique

of
functionally-based

optim
ality-theoretic

syntax.”
N

atural
L

anguage
&

L
inguistic

T
heory

20(1):
43–80.

C
an

be
dow

nloaded
from

:
http://faculty.w

ashington.edu/fjn/M
H

&
F

N
outline.htm

l.

In
connection

w
ith

the
N

ew
m

eyerpaper,you
m

ay
also

w
antto

consult:
Joan

B
resnan

and
Judith

A
issen

(2002)
“O

ptionality
and

functionality:
O

bjections
and

refutations.”
N

atural
L

anguage
&

L
inguistic

T
heory

20(1):
81–95.

C
an

be
dow

nloaded
from

the
class

w
ebpage.


