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T
he

Stochastic
G

eneralization
(PartII)

JO
A

N
B

R
E

S
N

A
N

S
tanford

U
niversity

[based
on

B
resnan,D

ingare,and
M

anning
(2001)]

[O
ptim

ality
T

heory
and

Typology,S
um

m
er

S
chool2002]

2 '&

$%

G
ivón:

“W
hatw

e
are

dealing
w

ith
is

apparently
the

very
sam

e
com

m
u-

nicative
tendency—

to
reserve

the
subjectposition

in
the

sentence
for

the
topic,

the
old-inform

ation
argum

ent,
the

“continuity
m

arker.”
In

som
e

languages
(K

rio,
etc.),

this
com

m
unicative

tendency
is

expressed
at

the
categoriallevelof

100%
.

In
other

languages
(E

nglish,etc.)
the

very
sam

e
com

m
unicative

tendency
is

expressed
“only”

at
the

noncategoriallevel
of

90%
.

A
nd

a
transform

ational–generative
linguistw

illthen
be

forced
to

count
this

factas
com

petence
in

K
rio

and
perform

ance
in

E
nglish.”

—
G

ivón
(1979:26–31)
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I.G
eneralizing

from
C

ategoricalto
F

requentis-
tic

P
henom

ena
(R

eview
)

In
a

nutshell...

i)
T

he
generalization:

T
he

sam
e

categorical
phenom

ena
w

hich
are

attributed
to

hard
gram

m
atical

constraints
in

som
e

languages
continue

to
show

up
as

statistical
preferences

in
other

languages,
m

otivating
a

gram
m

aticalm
odelthatcan

accountfor
softconstraints.

ii)
A

case
study:

T
he

person
hierarchy

affects
subjectselection

categori-
cally

in
L

um
m

i(Straits
Salish,B

ritish
C

olum
bia),Picurı́s

(Tanoan,N
ew

M
exico),

and
other

languages.
It

also
affects

the
frequency

of
subject

selection
in

active/passive
choices

in
E

nglish.

iii)
A

m
odel:

Stochastic
optim

ality
theory

can
accountfor

the
differences

betw
een

L
um

m
i

(or
Picurı́s)

and
E

nglish
by

positing
differentstrengths

for
constraints

w
ithin

the
sam

e
typologically

m
otivated

constraintsystem
.
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A
C

entralH
ypothesis

T
he

sam
e

constraints
are

hypothesized
to

be
present

in
all

gram
m

ars,
but

are
m

ore
or

less
active

depending
on

their
ranking

relative
to

other
constraints.

L
um

m
iand

(by
hypothesis)

Picurı́s
fallback

on
*S

n
e
w

e
r

(or
*S

n
o
n

to
p
ic

a
l ,

=
A

issen’s
*S

t )
w

ith
third

person
agentand

patient:

input:
v(ag/3/new

,pt/3)
*S

3
*S

n
e
w

e
r

(or
*S

t )
*S

p
t

*S
a

g

active:
S

a
g ,O

p
t

*
*!

*
☞

passive:
S

p
t ,O

bl
a

g
*

*

In
E

nglish
the

person-avoidance
constraints

are
overridden

by
discourse

constraints:input:
v(ag/3,pt/1)

*S
n

e
w

e
r

(or
*S

t )
*S

p
t

*S
a

g
*S

3

☞
active:

S
a

g ,O
p
t

*
*

passive:
S

p
t ,O

bla
g

*!

W
e

know
this

because
the

disharm
onic

com
binations

are
stillgram

m
atical

in
E

nglish,unlike
L

um
m

iand
Picurı́s:

She
m

etm
e,She’llbe

m
etby

you.
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W
hy

should
person/role

constraints
be

present
in

every
gram

m
ar?

T
w

o
(broad)theories:

perspective-based:
em

pathy
or

perspective-taking
(K

uno
and

K
aburaki

1977;
D

eL
ancey

1981;
K

uno
1987;

M
acW

hinney
in

progress,
ao)

—
gram

m
ar

is
designed

to
facilitate

perspective
shifting

during
com

m
unica-

tion;interlocutors
share

the
perspectives

of
speech-actparticipants

and
of

referents
having

causalroles.

pragm
atics-based:

accessibility
of

referents
in

the
pragm

atic
context

(G
ivón

1976,
1979,

1994;
A

riel
1991;

W
arren

and
G

ibson
2001;

cf.
G

ordon
et

al.
2001)

—
nom

inal
expressions

are
m

ost
easily

processed
w

hen
their

referents
are

contextually
accessible

T
he

connection
to

voice:
Speech-act

participants,
referents

having
causal

roles,
and

contextually
accessible

referents
all

tend
to

receive
m

ore
attention

and
are

consequently
m

ore
frequently

the
subjects

of
predication.
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H
ow

can
w

e
generalize

from
hard

to
soft

constraints?

Stochastic
O

T
a

(B
oersm

a
1998,2000,B

oersm
a

and
H

ayes
2001)

differs
from

standard
O

T
in

tw
o

essentialw
ays:

(i)
ranking

on
a

continuous
scale:

C
onstraints

are
notsim

ply
ranked

on
a

discrete
ordinalscale;

rather,they
have

a
value

on
the

continuous
scale

of
realnum

bers.T
hus

constraints
notonly

dom
inate

other
constraints,but

are
specific

distances
apart,and

these
distances

are
relevantto

w
hat

the
theory

predicts.

(ii)
stochastic

evaluation:
A

t
each

evaluation
the

real
value

of
each

constraint
is

perturbed
by

tem
porarily

adding
to

its
ranking

value
a

random
value

draw
n

from
a

norm
aldistribution.For

exam
ple,a

constraint
w

ith
the

m
ean

rank
of

99
could

be
evaluated

at
98.12

or
100.3.

It
is

the
constraintranking

thatresults
from

these
new

disharm
onic

values
thatis

used
in

evaluation.
a—

one
of

a
fam

ily
of

new
optim

ization-based
theories

of
gram

m
ar

that
can

provide
a

unified
account

of
categorical,

variable,
and

gradient
data

(see
A

nttila
2002,

M
anning

to
appear,and

references).
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C
onstraintranking

on
a

continuous
scale

w
ith

stochastic
evaluation: a

90
88

86
84

82
80

strict
lax

C
1

C
2

A
n

O
T

gram
m

ar
w

ith
stochastic

evaluation
can

generate
both

categorical
and

variable
outputs.

C
ategorical

outputs
arise

w
hen

crucially
ranked

constraints
are

distant.
A

s
the

distance
betw

een
constraints

increases,
interactions

becom
e

vanishingly
rare.

(A
distance

of
five

standard
deviations

ensures
an

error
rate

of
less

than
0.02%

(B
oersm

a
and

H
ayes

2001:
50).) b

V
ariable

outputs
arise

w
hen

crucially
ranked

constraints
are

closer
together.

aN
ote

the
num

ericalscale
is

reversed
to

show
stricter

constraints
to

leftas
in

O
T

tableaux.
bU

nits
of

m
easurem

entare
arbitrary.

W
ith

standard
deviation

=
2.0,a

ranking
distance

of
10

units
betw

een
constraints

is
taken

to
be

effectively
categorical.
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W
hat

is
gained

by
the

m
odel?

R
ecall:

L
ogicalE

ntailm
ent

of
Im

plicationalU
niversals

T
he

theory
of

harm
onic

alignm
entlogically

entails
certain

crosslinguistic
generalizations,w

hich
follow

from
the

constraintsubhierarchies
and

the
transitivity

of
constraintdom

ination
(�

)
in

ordinal(‘vanilla’)O
T.

C
om

rie
(1989:128

):
“

...the
m

ostnaturalkind
oftransitive

construction
is

one
w

here
the

A
is

high
in

anim
acy

and
definiteness

and
the

P
is

low
er

in
anim

acy
and

definiteness;
and

any
deviation

from
this

pattern
leads

to
a

m
ore

m
arked

construction.”
T

he
spread

ofm
arkedness:

A
gent

↓
Patient

→
L

ocalperson
T

hird
person

L
ocalperson

T
hird

person

D
isregarding

other
constraints,

if
passivization

is
categorical

for
som

e
input,

then
it

m
ust

be
categorical

for
any

m
ore

m
arked

input
(D

ingare
2001:

16–17).
For

exam
ple,in

L
um

m
iand

Picurı́s,passive
is

obligatory
for

input
from

the
low

er
left

cell
and

optional
for

input
from

the
low

er
rightcell.

P
rediction:

In
no

languages
does

the
reverse

hold.
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G
eneralization:

P
redictions

of
R

elative
F

requency

D
isregarding

otherconstraints,ifpassivization
occurs

w
ith

som
e

frequency
for

a
given

input,
then

(by
A

issen’s
theory

of
harm

onic
alignm

ent
expressed

w
ithin

the
Stochastic

O
T

m
odel)

it
m

ust
occur

w
ith

equal
or

higher
frequency

for
any

m
ore

m
arked

input(D
ingare

2001:
18).

A
gent

↓
Patient

→
L

ocalperson
T

hird
person

L
ocalperson

T
hird

person

10 '&
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E
vidence

from
E

nglish

(B
resnan,D

ingare,and
M

anning’s
2001

study
of

S
W

IT
C

H
B

O
A

R
D

)

R
ate

of
Passivization

A
gent

↓
Patient

→
L

ocalperson
T

hird
person

L
ocalperson

0.0%
0.0%

T
hird

person
2.9%

1.2%

C
om

pared
to

the
rate

of
passivization

for
inputs

of
third

persons
acting

on
third

persons
(1.2%

),the
rate

of
passivization

for
first

or
second

person
acting

on
third

is
substantially

depressed
(0%

)
w

hile
thatfor

third
acting

on
firstor

second
(2.9%

)
is

substantially
elevated.

H
arm

onic
alignm

ent
gave

us
tw

o
particular

hypotheses
w

hich
are

sup-
ported

by
these

data:
thatthe

rate
of

passivization
of

3
→

1,2
should

be
higher

than
for

3
→

3
(1-sided

Fisher
exact,

p
<

0
.0

0
8);and

thatthe
rate

ofpassivization
of

1,2
→

3
should

be
low

erthan
for3

→
3

(1-sided
Fisher

exact,
p

<
0
.0

0
0
1).
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Sum
m

ary:

T
he

sam
e

disharm
onic

person/argum
entassociations

w
hich

are
avoided

categorically
in

languages
like

L
um

m
i

and
P

icurı́s
by

m
aking

passives
either

im
possible

or
obligatory,are

avoided
in

the
S

W
IT

C
H

B
O

A
R

D
corpus

of
spoken

E
nglish

by
either

depressing
or

elevating
the

frequency
of

passives
relative

to
actives.

T
he

generalization
across

categorical
and

frequentistic
outputs

can
be

captured
in

Stochastic
O

ptim
ality

T
heory.

12 '&
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“W
hatw

e
are

dealing
w

ith
is

apparently
the

very
sam

e
com

m
u-

nicative
tendency—

to
reserve

the
subjectposition

in
the

sentence
for

the
topic,

the
old-inform

ation
argum

ent,
the

“continuity
m

arker.”
In

som
e

languages
(K

rio,
etc.),

this
com

m
unicative

tendency
is

expressed
at

the
categoriallevelof

100%
.

In
other

languages
(E

nglish,etc.)
the

very
sam

e
com

m
unicative

tendency
is

expressed
“only”

at
the

noncategoriallevel
of

90%
.

A
nd

a
tranform

ational-generative
linguistw

ill
then

be
forced

to
count

this
factas

com
petence

in
K

rio
and

perform
ance

in
E

nglish.”

—
G

ivón
(1979:26–31)



13 '&

$%

II.Stochastic
G

ram
m

ars

Partialstochastic
gram

m
ar

of
E

nglish:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

97
77

109
103

Partialstochastic
gram

m
arof

L
um

m
i:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

107
110

83
93.5

14 '&
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W
here

do
the

real
num

ber
ranking

values
in

a
stochastic

gram
m

ar
com

e
from

?

T
he

input-output
frequency

distributions
produced

by
tw

o
constraints

w
hose

evaluation
values

are
each

norm
ally

distributed
can

be
exactly

calculated
as

the
differences

of
tw

o
G

aussians
(norm

aldistributions).
B

ut
w

ith
m

any
constraints

acting
on

various
inputs

the
calculations

becom
e

very
com

plicated.W
e

therefore
use

com
putationalsim

ulations
(B

oersm
a’s

1998
G

radualL
earning

A
lgorithm

)
to

determ
ine

ranking
values.

T
he

n
constraints

define
an

n
-dim

ensionalspace
and

each
gram

m
arcan

be
located

as
a

pointin
the

space,according
to

its
constraintranking

values
C

1
,...,C

n .
B

ecause
in

general
there

are
m

ultiple
gram

m
ars

for
each

language,a
language

corresponds
to

a
region

in
the

space.

G
ram

m
ars

(and
languages)

are
not

evenly
distributed

in
the

constraint
space.

T
he

theory
em

bedded
in

the
constraint

set
lim

its
the

space
of

possible
gram

m
ars

(forexam
ple,no

gram
m

ars
existin

areas
w

hich
violate

constraint
subhierarchies).

O
ur

sim
ulations

serve
to

dem
onstrate

the
existence

of
gram

m
ars

in
the

feasible
space

w
hich

do
give

the
observed

distributions.
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T
he

G
radual

L
earning

A
lgorithm

(G
L

A
)

is
im

plem
ented

in
the

Praat
system

(B
oersm

a
and

W
eenink

2000).

Starting
from

an
initial

state
gram

m
ar

in
w

hich
all

constraints
have

the
sam

e
ranking

values
(arbitrarily

set
to

be
100.0),the

G
L

A
is

presented
w

ith
learning

data
consisted

of
input-outputpairs

having
the

statistical
distribution

of
(in

the
presentcase)

a
sam

ple
of

spoken
E

nglish.

Foreach
learning

datum
(a

given
input-outputpair),the

G
L

A
com

pares
the

outputofits
ow

n
gram

m
arforthe

sam
e

input;ifits
ow

n
outputdiffers

from
the

given
output,itadjusts

its
gram

m
ar

by
m

oving
allthe

constraints
that

differentially
disfavor

its
ow

n
outputupw

ard
on

the
continuous

ranking
scale

by
a

sm
allincrem

ent,and
m

oving
all

constraints
thatdifferentially

disfavor
the

given
outputdow

nw
ard

along
the

scale
by

a
sm

alldecrem
ent.

T
he

adjustm
entprocess

applies
recursively

to
constraintsubhierachies

in
order

to
preserve

their
localordering

relations. a

aT
he

increm
ent/decrem

ent
value

is
called

the
‘plasticity’

and
m

ay
be

assum
ed

to
vary

stochastically
and

to
change

w
ith

age
(B

oersm
a

2000).
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E
nglish

...

Partialstochastic
gram

m
ar

of
E

nglish:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

97
77

109
103O

utputdistribution
of

gram
m

ar:
input:

%
A

ctive:
%

Passive:
1,2

→
1,2

100.00
0.00

1,2
→

3
100.00

0.00
3

→
3

98.80
1.20

3
→

1,2
97.21

2.79
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again:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

97
77

109
103

O
bserve:

*S
p
t
�

*S
3

but
|*S

p
t
−

*S
3 |=

6,close
enough

to
produce

low
frequency

variable
outputs

for
som

e
inputs.

For
inputs

w
here

only
the

agentis
third

person,passive
outputs

w
illoccasionally

be
favored

by
*S

3 :

A
n

(infrequent)effectof
*S

3
on

passive
outputs:

input:
v(ag/3,pt/1)

*S
3

*S
p
t

*S
a
g

active:
S

a
g ,O

p
t

*!
*

☞
passive:

S
p
t ,O

bla
g

*

W
hen

both
agentand

patientare
third

person,the
*S

3
constraintcannot

decide
betw

een
active

and
passive,

and
the

decision
passes

to
other

constraints.
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again:

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

97
77

109
103

O
bserve:

|*O
bl

1
,
2
−

*O
p
e
r
s |

>
10.(*O

1
,
2

disfavors
an

active
for

an
input

w
ith

local-person
patientand

*O
3

for
an

inputw
ith

third-person
patient.)

T
hese

rankings
reflectthe

zero
frequency

of
localperson

passive
agents

in
our

data.B
utK

ato
(1979)cites

(from
Studs

Terkel,W
orking):

I
said,“M

e
w

atch
it!

Fuck
that!

L
ethim

w
atch

it.”
H

e
w

as
hired

by
m

e.I
could

fire
him

if
I

didn’tlike
him

.

W
hen

som
ebody

says
to

m
e,“Y

ou’re
great,how

com
e

you’re
just

a
w

aitress?”
Just

a
w

aitress.
I’d

say,“W
hy,don’tyou

think
you

deserve
to

be
served

by
m

e?”

19 '&
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C
aveats:

•
W

ith
m

ore
training

data
and

a
m

ore
com

plete
constraint

set
w

hich
includes

factors
of

topicality
and

focus,
our

m
odel

should
learn

gram
m

ars
thatproduce

passives
w

ith
localperson

agents. a

•
T

he
set

of
constraints

used
in

this
system

is
m

otivated
by

broader
typological

considerations
(A

issen
1999

and
references).

Som
e

of
these

constraints
play

no
necessary

partin
the

system
presented

here,
and

a
sm

aller
constraintsetis

able
to

m
odelthe

observed
data

equally
w

ell.

•
T

his
constraintsetcontains

no
inform

ation
structure

constraints
w

hich
w

ould
m

otivate
the

use
of

passive
independentof

person.
B

ecause
of

this,the
gram

m
ar

m
odels

the
‘background

level’
of

passivization
by

keeping
*S

a
g

close
enough

to
*S

p
t

that
one

w
ill

occasionally
get

passives.
T

his
can

be
view

ed
as

an
artifact

of
our

incom
plete

constraintset.
aIf

the
ranking

value
of

*O
bl

1
,
2

in
the

gram
m

ar
w

ere
low

ered
from

109
to

104,the
out-

put
of

local
person

passives
w

ould
increase

to
one-tenth

of
one

percent,
0.1%

,
w

hile
barely

changing
the

frequency
of

other
outputs.
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In
sum

,stochastic
O

T
can

capture
the

softinfluence
of

person
on

E
nglish

passivization
that

exists
beneath

the
level

of
gram

m
aticality

judgm
ents.

D
isharm

onic
person/argum

entcom
binations

are
gram

m
aticalbutavoided,

affecting
the

frequency
of

passivization.
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L
um

m
i...

U
nfortunately

w
e

lack
a

parsed
S

W
IT

C
H

B
O

A
R

D
corpus

for
L

um
m

i
or

Picurı́s.
N

evertheless,
it

is
possible

to
show

by
sim

ulation
how

the
de-

scriptions
of

passive/voice
interactions

in
L

um
m

ior
Picurı́s

gram
m

ar
can

also
be

captured
by

a
stochastic

O
T

gram
m

ar.W
e

interpretthe
descriptions

of
L

um
m

ifrom
Jelinek

and
D

em
ers

(1983,1994)
by

m
eans

of
a

sim
ple

distribution.
W

here
a

sentence
type

is
described

as
ungram

m
atical,w

e
assign

it
0%

relative
frequency;

w
here

it
is

described
as

obligatory,w
e

assign
it100%

;
and

w
here

itis
described

as
optional,w

e
assign

it50%
:

Sim
ulated

L
um

m
iinput/outputdistribution:

input:
%

A
ctive:

%
Passive:

1,2
→

1,2
100.00

0.00
1,2

→
3

100.00
0.00

3
→

3
50.00

50.00
3

→
1,2

0.00
100.00

T
he

sim
ulated

input/outputdistribution
is

then
used

to
generate

training
data

for
the

G
L

A
,

as
before.

T
he

initial
state

of
the

gram
m

ar
and

the
training

regim
e

are
exactly

the
sam

e
as

for
E

nglish.
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Partialstochastic
gram

m
ar

of
L

um
m

i

*S
1,2

*S
3

*O
1,2

*O
3

*O
bl1,2

*O
bl3

*S
pt

*S
ag

107
110

83
93.5

O
bserve:

|*S
3
−

*S
p
t |

>
10.

T
his

ranking
yields

the
obligatory

pas-
sivization

ofinputs
w

ith
localperson

patients
and

non-localperson
agents,

capturing
the

categoricalinfluence
of

person
on

L
um

m
ipassivization. a

T
he

output
distribution

of
the

gram
m

ar
m

atches
the

sim
ulated

learning
distribution

exactly.
aT

his
analysis,

deriving
from

our
G

L
A

sim
ulations,

differs
from

that
of

A
issen

(1999),
though

the
constraints

are
the

sam
e.
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Isn’tranking
on

the
continuous

scale
ofrealnum

bers
pow

erfulenough
to

learn
any

distribution?

N
o,itisn’t.U

nderthe
presenttheory

there
are

no
stochastic

O
T

gram
m

ars
for

‘anti-L
um

m
i’

or
‘anti-E

nglish’
distributions,w

hich
reverse

the
gen-

eralizations
em

bodied
in

our
data.

G
reater

relative
frequency

of
passives

for
first

or
second

person
acting

on
third

w
ould

im
ply

that
third

person
subjects

are
avoided

less
than

first
or

second
person

subjects.
If

so,then
*S

1
,
2

m
ust

dom
inate

*S
3

for
a

greater
proportion

of
evaluations.

B
ut

thatranking
violates

the
constraintsubhierarchy,w

hich
requires

the
m

ean
ranking

values
of

these
constraints

to
occur

in
the

reverse
order.

T
hus,the

outputof
stochastic

O
T

gram
m

ars
are

lim
ited

to
subspaces

of
distributions

that
conform

to
the

theory
em

bodied
in

the
constraint

set
–

the
sharing

of
the

effect
of

constraint
violations

across
inputs,

and
in

particular,here,the
constraintsubhierarchies.

W
ithin

thatfeasible
space,

they
can

m
atch

input
frequencies.

B
ut

they
are

not
com

pletely
general-

purpose
statistical

analyzers
and

they
do

not
just

m
em

orize
frequencies

(B
oersm

a
2000).
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W
hy

is
E

nglish
like

L
um

m
iand

P
icurı́s?

It
is

“a
m

ainstay
of

functional
linguistics”

that
“linguistic

elem
ents

and
patterns

that
are

frequent
in

discourse
becom

e
conventionalized

in
gram

m
ar”

(from
a

publisher’s
blurb

on
B

ybee
and

H
opper

2001).
O

n
this

view
,

L
um

m
i

and
Picurı́s

are
sim

ply
at

an
extrem

e
point

from
E

nglish
along

the
continuum

of
conventionalization

that
connects

frequentistic
preferences

in
usage

to
categoricalgram

m
aticalconstraints.
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C
onventionalization

and
F

requency

Stochastic
O

T
gram

m
ars

allow
us

to
place

the
person/voice

interactions
in

E
nglish

and
L

um
m

i
at

points
on

a
continuum

of
conventionalization

thatconnects
frequentistic

preferences
in

usage
to

categoricalgram
m

atical
constraints.

If
this

generalperspective
is

correct,then
w

e
w

ould
expectto

find
languages

atinterm
ediate

points
on

this
sam

e
continuum

.

C
onsider

Squam
ish:

3
→

2:
passive

obligatory
in

L
um

m
iand

Squam
ish

3
→

1:
passive

obligatory
in

L
um

m
i,optionalin

Squam
ish

A
nalysis: a

L
um

m
i:

Squam
ish:

*O
bl

1
,
2
�

*S
3
�

*O
2 ,*O

1 ,*S
p
t

*O
bl

1
,
2
�

*O
2
�

*S
3 ,*O

1 ,*S
p
t

aT
his

analysis
differs

from
thatof

A
issen

(1999),reflecting
our

G
L

A
sim

ulations.
R

ecall
also

that
the

m
utual

ranking
of

the
local-person

avoidance
constraints

is
not

fixed
by

the
subhierarchy,butsubjectto

crosslinguistic
variation.
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H
ow

ever,itis
notfully

inform
ative

to
say,as

has
been

custom
ary

(Jelinek
and

D
em

ers
1983

ao),thatpassivization
w

ith
third

person
agents

and
first

person
patients

is
“optional”

in
Squam

ish.

In
term

s
ofw

hatis
preferred

ratherthan
w

hatis
m

erely
possible,Squam

ish
is

described
as

being
m

uch
the

sam
e

as
L

um
m

i,“exceptthatthird
person

acting
on

firstm
ay

be
active,though

com
m

only
passive”

(K
lokeid

1969:
11). a

T
hus

in
Squam

ish
as

in
E

nglish,passives
of

the
type

I
w

as
fooled

by
her

are
optionalalternatives

to
actives

w
ith

disharm
onic

local-person
objects:

She
fooled

m
e.

B
ut

in
spoken

E
nglish,

such
passives

are
exceedingly

infrequent,
far

less
com

m
on

than
the

corresponding
actives,

w
hile

in
Squam

ish
they

are
m

ore
frequentthan

the
corresponding

actives.

W
hy?

aW
e

w
ere

unable
to

find
quantitative

m
easures

of
Squam

ish
passives.

Jacobs’
(1994)

corpus
study

ofSquam
ish

excludes
firstand

second
person

because
the

purpose
is

to
exam

ine
interactions

of
topic

continuity
w

ith
voice/inversion

through
m

easures
of

distance
betw

een
pronouns

and
their

textualantecedents.
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L
um

m
i:

Squam
ish:

*O
bl

1
,
2
�

*S
3
�

*O
2 ,*O

1 ,*S
p
t

*O
bl

1
,
2
�

*O
2
�

*S
3 ,*O

1 ,*S
p
t

Squam
ish

and
L

um
m

i
are

closely
related

C
oast

Salish
languages.

In
the

continuous
constraintspace

of
stochastic

O
T,the

sim
ilarities

of
their

gram
m

ars
to

each
other

and
to

the
gram

m
ars

of
their

com
m

on
ancestors

w
illappear

as
close

distances
betw

een
constraints.

In
particular,differentpoints

in
the

changing
categoricity

of
person

effects
on

the
passive

w
ill

be
reflected

by
gradual

changes
in

frequency,as
the

relative
distance

betw
een

constraints
shrinks

and
grow

s: a

Sm
ooth

L
um

m
i-Squam

ish
R

eranking:

*O
bl

1
,
2
�

*S
3
�

*O
2 ,*O

1 ,*S
p
t

aT
he

rankings
of

A
issen

(1999)
differ

som
ew

hat
from

those
learned

by
the

G
L

A
,though

the
sets

of
possible

outputs
are

equivalent.
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R
eranking

produces
sm

ooth
changes

in
frequency—

If
reranking

is
the

m
ovem

ent
in

strength
of

a
constraint

along
the

continuous
scale,

as
im

plied
by

the
stochastic

O
T

m
odel,

then
(all

else
being

equal)
sm

ooth
changes

in
the

relative
frequencies

of
usage

are
predicted.

—
butnotlinear

changes:

If
a

constraint
reranking

is
crucial

to
the

choice
betw

een
tw

o
outputs,

and
the

distance
betw

een
the

tw
o

constraints
is

changing
linearly,

the
prediction

is
that

w
e

should
see

an
‘S’

curve
betw

een
the

proportion
of

occurrences
of

the
tw

o
outputs,of

the
sortthathas

been
w

idely
rem

arked
on

in
historicaland

socio-linguistics
(W

einreich,L
abov,and

H
erzog

1968,
B

ailey
1973,K

roch
2001).
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Logistic response

D
ifference in base constraint ranking

Proportion of the time output is passive

-10
-5

0
5

10

0.0 0.2 0.4 0.6 0.8 1.0

E
nglish

S
quam

ish

Lum
m

i
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H
ow

can
this

gradualprocess
w

ork
in

a
conventionalgenerative

gram
m

ar?

T
here,frequentistic

processes
(such

as
the

conventionalization
of

usage
preferences)

m
ustbelong

either
to

gram
m

ar-external‘perform
ance’along

w
ith

speech
errors

and
m

em
ory

lim
itations,or

to
externalchoices

am
ong

com
peting

dialect
gram

m
ars.

Y
et

neither
of

these
alternatives

is
an

adequate
m

odelof
variation

and
change

(W
einreich,L

abov,and
H

erzog
1968).
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C
ould

com
peting

conventionalgenerative
gram

m
ars

explain
the

passive
variation

in
E

nglish?

T
he

com
peting

gram
m

arstheory
ofvariation

is
a

m
odelofdiglossia

(K
roch

2001).
O

n
the

diglossic
m

odel
of

variation,
the

contact
betw

een
tw

o
differentpopulations

having
differentgram

m
ars

leads
to

internalization
of

com
peting

gram
m

ars
by

individualspeakers,w
ho

controltw
o

separate
varieties.

For
exam

ple,som
e

historicalchanges
in

E
nglish

w
ord

order
are

attributed
to

the
influence

of
Scandinavian

speakers
in

N
orthern

E
ngland

(K
roch

and
Taylor

1997).

C
ould

the
diglossic

m
odelexplain

our
passive

findings?
O

n
this

account,
individual

speakers
w

ould
vary

in
the

frequency
of

passive
outputs

because
they

have
internalized

alternative
gram

m
ars

w
hich

they
deploy

w
ith

varying
frequency.

T
he

differentgram
m

ars
w

ould
have

arisen
from

contactbetw
een

differentpopulations
speaking

varieties
of

E
nglish

w
ith

and
w

ithoutthe
passive

construction
for

certain
person/role

com
binations.

O
ne

population
w

ould
have

L
um

m
i-like

gaps
in

actives
and

passives
as

a
hard

constraintof
their

E
nglish

gram
m

ar,perhaps
as

a
result

of
som

e
param

eter
setting

of
U

G
.
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Som
e

early
studies

propose
that

m
iddle-class

E
nglish

speakers
use

an
‘elaborated

code’
w

hich
has

a
higher

proportion
of

passive
verbs

am
ong

all
finite

verbs
than

a
‘restricted

code’
of

w
orking-class

speakers,w
hich

has
a

low
er

percentage
(B

ernstein
1971

ao).
B

ut
these

studies
have

been
criticized

for
failing

to
isolate

the
syntactic

choice
betw

een
active

and
passive,w

hich
show

s
no

signficantdifference
betw

een
these

groups
(W

einer
and

L
abov

1981:32).(Passives
should

be
com

pared
to

equivalent
actives,

rather
than

to
all

sentences.
T

he
latter

can
be

influenced
by

differences
in

w
hat

is
talked

about,
given

that
passives

require
few

er
argum

ents
than

actives.)
Spontaneous

speech
show

s
significantstylistic

and
discourse

effects
on

the
choice

of
(agentless)

passive
or

generalized-subjectactive. a
B

ut:
“A

ll
of

these
conditions

on
the

selection
of

active
vs.passive

are
generalfeatures

of
the

E
nglish

language,used
in

m
uch

the
sam

e
w

ay
by

the
very

different
sub-sections

of
the

speech
com

m
unities

that
w

e
studied.”(W

einer
and

L
abov

1981:
56).

C
onclusion:

D
iglossia

is
an

unlikely
m

odel
for

our
passive

data.
“

A
ll

sections
ofthe

population
appear

to
treatthe

passive/active
choice

in
the

sam
e

w
ay,and

conversely,the
sam

e
constraints

are
found

throughoutthe
speech

com
m

unity.”
(W

einer
and

L
abov

1981:56)
aG

eneralized
pronoun

subjects
(“they”)

are
characteristic

ofcolloquialE
nglish,w

hile
pas-

sives
are

a
m

ark
of

form
al

scientific
and

literary
discourse;

passives
are

also
favored

by
the

discourse
tendencies

to
preserve

subjectreference
and

structural
parallelism

.


