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There is a well-known rule of Russian whereby /i/ is said to be realized as [ $\dot{j}$ ] after non-palatalized consonants. Somewhat less well-known is another allophonic rule of Russian whereby only [i], and not [ $\dagger$ ], can follow velars within a morphological word. This latter rule came about due to a sound change in East Slavic called postvelar fronting here: $k \dot{f}>k^{j} i$ (and similarly for the other velars). This paper examines this sound change in depth, and argues that it can be adequately explained only by appeal to the functional notions of perceptual distinctiveness of contrast and neutralization avoidance. Further, these notions crucially require a systemic approach to phonology, in which the wellformedness of any form must be evaluated with reference to the larger system of contrasts it enters into. These notions are formalized in a modified version of Dispersion Theory (Flemming 1995a), a systemic theory that incorporates these functional notions into Optimality Theory (Prince and Smolensky 1993).

## 1. Introduction

It is well known that Russian consonants contrast in palatalization. Also well known are certain allophonic rules connected to this palatalization contrast. One such rule requires that the phoneme /i/ be realized as high central unrounded [ $\dagger$ ] after non-palatalized consonants, and [i] elsewhere, e.g., $b^{j} i t^{j}$ 'to beat' from $/ b^{j i t}{ }^{j} /$ versus $b \dot{t i}^{j}$ 'to be' from $/ \mathrm{bit}^{j} /$. Another concerns velar consonants, which are more limited in their ability to contrast in palatalization: within words, velars can be followed only by [i] and not by [i]], e.g., $x^{j}$ itríj 'clever' from/xitrij/, cf. *xitrij. (In addition, velars before [i] are allophonically palatalized, as shown.) This latter rule arose due to a sound change in East Slavic occurring between the twelfth and fourteenth centuries. Before that time just the opposite facts held: velars could be followed only by [i] and not by [i]. The vowel [i] then fronted to [i] after velars, a change I will call post-velar fronting, e.g., $x \dot{t} t r \dot{f} j>x^{j} i t r \dot{f} j$.

Though these allophonic processes are well described, there is a sense in which they remain poorly understood, and in this they are typical of allophonic processes. Phonologists uncover allophonic rules, infer the notion of a phoneme, and make other inferences based on allophone distributions, such as the existence of the syllable based on allophonic rules like English aspiration. Yet why do allophonic rules exist at all? Further, why does a language such as Russian have the particular allophonic rules it has, and not others? In this sense allophonic processes, especially non-assimilatory ones, remain largely mysterious.

There is an old view that sound changes, and phonological patterns, are at least in part explained by functional phonetic considerations. This view was developed notably by Martinet (1952, 1964, 1974), working especially on problems of historical sound change. Martinet took the sometimes conflicting needs of articulatory economy and perceptual distinctiveness to play an important role in explaining sound change and the resultant synchronic phonological systems. More recently, Liljencrants and Lindblom (1972), and Lindblom (1986, 1990), have applied these functional ideas in more explicit formulations in order to derive broad typological generalizations
about phoneme inventories. Other work on the functional underpinnings of phonology includes Ohala (1983, 1990), Kohler (1990), and Kingston and Diehl (1994), among many others.

The main goal of this paper is to argue that such functional notions, especially the idea that phonological contrasts should be maintained and should be perceptually distinct, can be crucial to an understanding of allophonic processes, and to the sound changes that produce them. In particular, the choice of allophone can depend on the need to maintain or improve upon contrasts among phonemes. ${ }^{1}$ This idea will be applied to the sound change of post-velar fronting outlined above, and the allophonic distribution resulting from it. The possibility that at least some allophonic processes have their origins in the needs of contrast maintenance is interesting, since allophones of a phoneme are of course defined by their inability to contrast among themselves. The results here suggest that, even if allophones do not contrast (by definition), they can have a great deal to do with contrast. One can make the same argument based on the variation between [i] and [ $\dot{+}$ ] in Russian (Padgett 2001a,b).

A second goal of this paper is to demonstrate and motivate one means of appealing to contrast, and the perceptual goodness of contrast, within a model of phonology. The model employed is a modified version of Dispersion Theory (Flemming 1995a), itself a development of functional ideas such as those of Martinet and Lindblom, cast within Optimality Theory (Prince and Smolensky 1993). ${ }^{2}$ Dispersion theory is crucially distinguished by its assumption that wellformedness must be evaluated with direct reference to the system of contrasts a form enters into. Inputs and candidate outputs consist not of single forms but sets of forms assumed to be in contrast. This assumption allows for a simple and direct means of formalizing the notion of neutralization avoidance. It also allows for regulation of the perceptual distinctiveness of contrast by means of constraints on the output. It will be argued here that both of these notions are indispensable for an explanation of the Russian facts.

Dispersion Theory has been taken by some to be a theory of phoneme inventories alone (Boersma 1998, for example), rather than a theory of phonology, that is, a way of deriving phonological forms. Here I show that this is not the case, once the model is fleshed out with the necessary assumptions. Putting these particular points about Dispersion Theory aside, however, the ideas here are influenced by those of Steriade (1997), Hayes (1999), Kirchner (1997), Boersma (1998), and others who attempt to incorporate functional explanations into phonology by exploiting the central tenet of Optimality Theory that phonologies result from the ranking and interaction of simple (and in these works phonetically grounded) constraints.

Section 2 presents the facts of Russian to be accounted for. In section 3 the basic assumptions of the model are laid out. The Russian facts are analyzed within that model in section 4. This is the heart of the paper, presenting an analysis of sound changes affecting Common Slavic and East Slavic; it is from this analysis that most of the arguments proceed. Section 5 takes up these arguments and addresses larger questions arising from the analysis. Section 6 is the conclusion.

## 2. The Russian facts

### 2.1 Background

Russian has the five vowel phonemes /i,e,a,o,u/. Its consonant inventory is shown below.
(1)


Most consonants are 'paired', to use terminology traditional to Slavic linguistics, meaning that they contrast palatalized and non-palatalized variants. In the case of velars this contrast is limited, as we will see. The consonants $/ \mathrm{j}$, ts, $, \mathrm{f}^{\mathrm{j}}, 3, \int, \mathrm{\rho}^{\mathrm{j}}: /$ are unpaired. ${ }^{3}$

Below are shown minimal pairs illustrating the palatalization contrast for paired consonants. ${ }^{4}$ Palatalization is contrastive before back vowels, shown in (2)a, word-finally, (2)b, and pre-consonantally, (2)c. The contrast in the latter position is heavily restricted, due to assimilation or loss of palatalization in that environment.

| a. | mat | 'foul language' | $m^{j} a t$ | 'crumpled (past part.)' |
| :---: | :---: | :---: | :---: | :---: |
|  | rat | 'glad' | $r^{\text {j }}$ at | 'row' |
|  | vol | 'ox' | $\nu^{j}$ ol | 'he led' |
|  | nos | 'nose' | $n^{j}$ os | 'he carried' |
|  | nu-ka | 'now then!' | $n^{j} u x a$ | 'scent (gen.sg.)' |
|  | suda | 'court of law (gen.sg.)' | $s^{j} u d a$ | 'here, this way' |
| b. | mat | 'checkmate' | $m a t{ }^{j}$ | 'mother' |
|  | krof | 'shelter' | krof ${ }^{\text {j }}$ | 'blood' |
|  | ugol | 'corner' | ugol ${ }^{\text {j }}$ | '(char)coal' |
|  | $v^{j} e s$ | 'weight' | $v^{j} e s^{j}$ | 'entire' |
| c. | polka | 'shelf' | polka | 'polka' |
|  | tanka | 'tank (gen.sg.)' | tan ${ }^{\text {j }}$ a | (name) |
|  | $\nu^{j}$ etka | 'branch' | $f^{j} e^{i} k a$ | (name) |
|  | gorka | 'hill' | gorko | 'bitterly' |

Palatalization is generally said to be non-contrastive before /e/, with paired consonants predictably palatalized there (so, 'unpaired'), as in the examples below. However, some loan words such as tennis and tent retain non-palatalized paired consonants before /e/, at least for certain speakers, raising the possibility of treating palatalization before /e/ as contrastive within roots. The rule nevertheless holds at morpheme boundaries, regularly triggering alternations, as in nominative singular dom 'house', brat 'brother' versus prepositional domie and brate ${ }^{j}$.

| $s^{j} e s t^{j}$ | 'to sit down' | *sest $^{j}$ | $n^{j} e t$ | 'no' | *net |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $p^{j} e t^{j}$ | 'to sing' | peet $^{j}$ | gdje | 'where' | *gde |
| $v^{j} e t^{j} e r$ | 'wind' | *veter | $k^{j} e m$ | 'who (instr.sg.)' | *kem |

Paired consonants do contrast in palatalization before /i/, as shown below. However, the realization of $/ \mathrm{i}$ / depends on this palatalization contrast according to a well known allophonic rule.

| $v^{j} i t^{j}$ | 'to twist, weave' |
| :--- | :--- |
| $b^{j} i t$ | 'beaten' |
| $t^{i} i k a t^{j}$ | 'to tick' |
| xod | 'walk!' |
| sitito $^{j}$ | 'sieve' |

```
viti ' 'to howl'
b\ddot{t} 'way of life'
t*kat j 'to address in familiar form'
xod\dot{t}}\mathrm{ 'gaits'
sito 'sated (neut.sg.)'
```

According to the traditional statement of this rule, abstracting across theoretical schools, e.g., Trubetzkoy (1969), Avanesov and Sidorov (1945), Halle (1959), Hamilton (1980), Sussex (1992), the phoneme $/ \mathrm{i} /$ is realized as central unrounded [ $\dot{\dagger}]$ after plain (non-palatalized) consonants, so long as no pause intervenes, i.e. within something like the phonological phrase. It is [i] otherwise. (The vowel [ $\dot{\dagger}$ ] is often transcribed as " y " in the Slavic literature.)

This allophonic rule is very regular and productive. (5)a shows examples of word-initial [i] varying with [ $\dagger$ ], the latter following a plain consonant. This can lead to 'minimal pairs' (comparing words to phrases) of the sort shown in (5)b, as noted in Gvozdev (1949), Reformatskii (1957), and Halle (1959).

| a. | ivan | 'Ivan' | $\boldsymbol{k} \dot{\text { f }}$ anu | 'to Ivan' |
| :---: | :---: | :---: | :---: | :---: |
|  | italija | 'Italy' | brat £́vana $v$ talaliju nad ttalijej | 'Ivan's brother' 'to Italy' 'above Italy' |
| b. | ira | 'Ira (name)' | $\boldsymbol{k} \operatorname{tr}^{j} e$ | 'to Ira' |
|  |  | cf. | $\boldsymbol{k}^{i} \boldsymbol{i r}^{j}{ }^{\text {e }}$ | 'Kira (dat.sg.)' |
|  | ital ${ }^{i} \mathrm{j} a$ | 'Italy' | $v \dot{\text { talaliju }}$ | 'to Italy' |
|  |  | cf. | $\nu^{\text {vitalaliju }}$ | 'Vitalij (dat.sg.)' |

As would be expected, [ $\dagger$ ] does not occur word-initially (unless preceded in the phrase by a wordfinal plain consonant, as above): there are no words such as * $\dot{\boldsymbol{v}}$ an or $* \dot{\text { taligala }}$. Nor does [ $\dot{\dagger}]$ occur following a vowel in Russian, e.g., *po $\dot{\boldsymbol{t}} \mathrm{rat}^{j},{ }^{*}$ po $\dot{\boldsymbol{s} k a t}{ }^{j}$, cf. occurring poigrat ${ }^{j}$ 'to play a little',
poiskat 'to look around for'. We find the variation also within words, when a morpheme that is otherwise [i]-initial follows one ending in a plain consonant, as shown in (6)a (prefix + stem) and (6)b (stem + suffix). Many morphemes display this variation within the word. ${ }^{5}$ It is also found in
 'pedagogical institute'.

| a. | igrat $^{j}$ <br> iskat $^{j}$ | 'to play (imperf.)' <br> 'to search (imperf.)' | stgrat ${ }^{j}$ <br> ot $_{\text {jskat }}{ }^{j}$ | 'to play (perf.)' |
| :---: | :---: | :---: | :--- | :--- |
| b. 'to find' |  |  |  |  |

The traditional statement of this allophonic rule begs certain questions. In particular, why should /i/ become [ $\dot{\dagger}$ ] after a plain consonant? Could such a rule occur in English or any other language having 'plain' consonants? Farina (1991) proposes an account that addresses these questions well. She assumes that palatalization is a binary contrast, so that 'plain' consonants are actually specified [+back] in opposition to [-back] palatalized ones. The allophonic rule can then be understood as a simple example of assimilation, as shown in (7)a; [ $\dot{\dagger}$ ] is just the [+back] counterpart of [i]. The prediction is therefore that such a rule could not hold in English, since English consonants are genuinely 'plain', that is, lacking any [back] specification. This account also fits well with the phonetic facts, since Russian 'plain' consonants are indeed velarized, as many have noted, e.g., Trubetzkoy (1969), Reformatskii (1958), Fant (1960), Öhman (1966), Purcell (1979), Evans-Romaine (1998).



Padgett (2001a) argues, based on a phonetic study of Russian and Irish, for a reinterpretation of this allophonic rule: the sound " $\dagger$ " in Russian is in fact not [ $\dot{\dagger}$ ], but [i] preceded by a velarized consonant. In other words, sequences normally transcribed as [ $\mathrm{p} \dot{]}$ ] are in fact [ $\mathrm{p}^{\gamma} \mathrm{i}$ ], as in (7)b. Velarization before [i], it is argued, follows from the need to keep the palatalization contrast perceptually distinct. Languages with a palatalization contrast generally avoid contrasts like [ $\mathrm{p}^{\mathrm{i}}$ ] versus [pi], that is, palatalized versus plain before [i]. While some languages neutralize the contrast in this environment, others preserve it by velarizing the 'plain' consonant. The significant implication of these ideas is that an allophonic rule such as " $/ \dot{t} / \rightarrow[\mathrm{i}]$ " can be explained, rather than simply described, by appeal to functional considerations. The present paper makes a similar argument with respect to post-velar fronting.

### 2.2 Velars and post-velar fronting

The previous discussion constitutes background. In this section I turn to the main facts to be analyzed. The consonant chart in (1) includes consonants that are either unpaired for palatalization or significantly limited in this contrast. These can be divided into two categories.

There are those which are invariably either palatalized or not: palatalized [ $\mathrm{t} \boldsymbol{j}^{\mathrm{j}}, \mathrm{j}^{\mathrm{j}}$ : (to which we might add palatal [j]), and non-palatalized [ts, $\left.\int, 3\right]$. Then there are the velars, which are often said not to contrast in palatalization at all, but to vary in palatalization allophonically, with palatalized versions occurring before the front vowels [i,e] and plain versions elsewhere. (8)a illustrates velars before front vowels, (8)b before [a,o,u], and (8)c word-finally and preconsonantally. Here again we see variation triggered by suffixation, as in nominative singular ruka 'hand', kniga 'book', and $v z d o x$ 'sigh', versus prepositional case $r u k^{j} e, ~ \mathrm{kn}^{j} i g^{j} e$, and $v z d o x^{j} e$, or nominative plural $r u k^{j} i$, $k n^{j} i g^{j} i$, and $v z d o x^{j} i$, respectively. (As the terminology and transcriptions imply, palatalized velars differ from merely phonetically fronted velars as in English. See Keating and Lahiri 1993.)

| a. | $k^{j} i p a$ | 'pile' |
| :---: | :---: | :---: |
|  | $k^{j} e m$ | 'who (instr.sg.)' |
|  | $g^{j} i p k^{j} i j$ | 'flexible' |
|  | $g^{j} e r p$ | '(coat of) arms' |
|  | $x^{i}$ itrost ${ }^{j}$ | 'cunning' |
|  | $x^{j} e r^{j} e s$ | 'sherry' |
| c. | sok | 'juice' |
|  | moskv ${ }^{j}$ e | 'Moscow (dat.sg.)' |
|  | mik | 'moment, instant' |
|  | $g d^{\prime} e$ | 'where' |
|  | ix | 'them, their' |
|  | puxt ${ }^{i} n^{i} k^{j} i j$ | 'chubby' |


| b. | kubik |
| :--- | :--- |
| kofka | 'brick' |
| kaplia | 'cat' |
| gurt | 'drop' |
| got | 'herd, flock' |
| galot fka | 'year' |
| xudo | 'tick' |
| xot | 'harm, evil' |
| xam | 'motion' |
|  | 'boor' |

In fact, palatalization in velars is contrastive today before [a,o,u] (Gvozdev 1949:63-5, Flier 1982). First, there are a fair number of historical loans with palatalized velars in this context, e.g., $k^{j} u r a r^{j} e^{\prime}$ curare', $l^{i} k^{j}$ or 'liqueur', $l^{j}{ }^{\prime} g^{j} u m$ 'legume', $g^{j} o t^{j} e$ 'Goethe', etc. There is also famously one verb in Contemporary Standard Russian, tkat $^{j}$ 'to weave', which displays [ $\mathrm{k}^{j}$ ] before [ o ] in some of its conjugated forms, for example $t k^{j} o \int$ 'you weave' versus $t k u$ 'I weave'. Other verb stems ending in velars normally mutate to postalveolars under these circumstances instead, as in $p^{j} e k u$ 'I bake' versus $p^{j} e t / \rho \rho$ 'you bake'. The word $t k a t^{j}$ behaved this way until about a century ago, when all forms were leveled to [k]-final (Flier 1982). In non-standard dialects this leveling affects other verbs, giving for example $p^{j} e k^{j} o \int^{\prime}$ you bake'. In any case, palatalization alternations triggered by other back-vowel suffixes have been extended to velars, e.g., kiosk 'kiosk' vs. kiosk'or 'kiosk attendant', makak 'macaque' vs. makakjonok 'baby macaque'. Flier (1982) argues plausibly that velars have contrasted in palatalization before back vowels since the early eighteenth century.

On the other hand, velar palatalization remains predictable in other contexts. ${ }^{6}$ Most relevant here, velars followed by the phoneme /i/ are always palatalized. In conjunction with the rule backing /i/ to [ $\dot{j}]$, this rule raises a puzzle. If velars are palatalized by front vowels, but the frontness of $/ \mathrm{i} /$ depends on the previous consonant, how is the outcome of underlying $/ \mathrm{ki} /$, /gi/, /xi/
determined? If the underlyingly plain velars were to determine the outcome, then according to the rule governing $[\mathrm{i}] /[\dot{\dagger}]$ we would expect $[\mathrm{k} \dot{\dagger}]$, $[\mathrm{g} \dot{\dagger}]$, and $[\mathrm{x} \dot{\dagger}]$. In fact, this is just what occurs across words in Russian (see (5)b again). Within words, we instead find only [ $\mathrm{k}^{\mathrm{j}} \mathrm{j}$ ], $\left[\mathrm{g}^{\mathrm{j}}{ }^{\mathrm{j}}\right.$ ], and [ $\mathrm{x}^{\mathrm{j}}{ }^{\mathrm{i}}$, as we have seen. This latter fact follows rather naturally given the rule due to Farina (1991) shown in (7). Assuming that velars are unspecified for [back] (unlike other 'plain' consonants), since they do not contrast in palatalization before $/ \mathrm{i} /$, this [i]-backing rule could not apply:
(9) Input

i-backing


Output


It should be noted that this account crucially depends on assumptions about the underlying representation. Specifically, it assumes that [i], but not [ $\dagger$ ], occurs underlyingly. Given the input $/ \mathrm{kj} /$, we would still require a means of ruling out [ kj$]$ at the surface. For those adopting 'richness of the base' within Optimality Theory (Prince and Smolensky 1993, see below), or for other reasons entertaining underlying $/ \mathrm{k} \dot{\mathrm{t}} /$, the problem therefore remains.

The problem is there for everyone when we consider this rule from a historical standpoint. The source of the rule is a sound change that affected East Slavic (the precursor to Russian) between roughly the twelfth and fourteenth centuries. Before that time, velars did not occur before front vowels at all, while they did occur before [ $\dot{\dagger}]$. Before /i/, in other words, the reverse
 During the period mentioned, post-velar fronting occurred: sequences like [ kj ] fronted to [ $\mathrm{k}^{\mathrm{j}}$ ], as shown below. ${ }^{7,8}$

| . | kfjev | $>$ | $k^{j} i j e v$ | 'Kiev' |
| :---: | :---: | :---: | :---: | :---: |
|  | ruki | $>$ | ruki | 'hands (acc.pl.)' |
| b. | $g \operatorname{tbr}^{i} \mathrm{el}^{j}$ | $>$ | $g^{j}{ }^{i} b^{i} e^{j}$ | 'ruin/death' |
|  | drug $\dot{+}$ | $>$ | $d r u g^{j} i$ | 'friends (acc.pl.)' |
| c. | $x+t r+\dot{j}$ | $>$ | $x^{j}$ itríj | 'clever' |
|  | pastux+ | > | pastux ${ }^{j}$ | 'shepherds (acc.pl.) |

Why did post-velar fronting occur? Within the literature on Slavic historical phonology there is no entirely satisfactory answer to this question. Jakobson (1929), in a seminal paper arguing for the importance of viewing sound change in light of a phonological system, related the change to the emerging palatalization contrast in Russian: as we saw in section 2.1, [i] and [ $\dot{\dagger}$ ] are
in complementary distribution, with the latter occurring after non-palatalized consonants. [i] and [ $\ddagger$ ] arguably had this status by the time of post-velar fronting. Jakobson suggests that there is a tendency to unify the variants of a phoneme by generalizing the 'fundamental' variant, in this case [i], after a consonant unpaired for palatalization. Velars were unpaired, because at an earlier stage of the language palatalized velars had mutated to palato-alveolars (e.g., $k^{j} \rightarrow t /$ ). In fact, velars were the only unpaired consonants followed by [ $\dot{\dagger}]$, hence (according to Jakobson) the fronting to [i] after velars (with concomitant secondary palatalization.) The notion that languages tend to unify variants of a phoneme has not received much support. However, it was a key insight of Jakobson's that the unpaired status of the velars might be important. ${ }^{9}$

The explanation I offer here shares with Jakobson's the view that post-velar fronting can be understood only in light of the system of contrasts of the language at the time. Post-velar fronting is particularly puzzling when viewed 'syntagmatically', that is, in terms of the local environment in the string containing the [ $\dot{\dagger}]$. Given what we know about velars and the vowels [i] and $[\dot{\dagger}]$, there is simply no compelling answer to the question why $[\dot{\dagger}]$ should have fronted after velars. It obviously cannot be viewed as any kind of assimilation, for instance. Nor is it a dissimilation: though we might consider both velars and [ $\dagger$ ] to be back, it is equally true that both palatalized velars and [i] are front.

Suppose instead we view the problem from the paradigmatic perspective of the system of contrasts in the language at the time. During the period when post-velar fronting occurred, Russian had a system of contrasts that might be represented schematically as in (11)b, as opposed to the possible system (11)a. Here $p$ stands in for labial and dental places of articulation, which contrasted $p^{i} i$ versus $p \dot{t}, l^{j} i$ versus $l \dot{f}$, and so on, as they do today. The velars differed importantly in lacking this contrast, due to earlier sound changes of Common Slavic, commonly known as velar palatalizations, that mutated velars to other places of articulation before front vocoids, as illustrated. The idea being pursued is that, while $p \dot{f}$ was not free to front to $p^{j}$, due to a pressure to preserve contrasts, $k \dot{f}$ could front to $k^{j} i$ without endangering contrast, because of the 'gap' in the system of contrast left by velar mutation. Further, post-velar fronting was motivated by a desire to optimize the perceptual distinctiveness of contrasts. In particular, the contrast $k^{j} i$ versus $k u$ is better than $k \dot{f}$ versus $k u$, for the same reason that the contrast $i$ versus $u$ is better than $\dot{f}$ versus $u$. The fact that a velar precedes is only indirectly relevant: the former mutation process opened up a gap only where velars preceded. ${ }^{10}$


The idea that fronting occurred only after velars because it would otherwise neutralize contrast was anticipated by Avanesov (1947), though few discussions of Russian historical phonology have noted this suggestion. However, it has remained unclear why the change occurred at all, and the idea that the perceptual distance of contrast motivated it has not arisen before, so far as I know. What both ideas, neutralization avoidance and perceptual goodness of contrast, have in common, I will argue, is a particularly direct appeal to the larger system of
contrasts. In particular, I assume that the phonological evaluation of any form requires direct reference to contrasting forms. This systemic view of markedness is a clear departure from the usual practice in phonology. ${ }^{11}$ The challenge before us is to make these ideas more explicit within the framework of Optimality Theory. This is the goal of the following section.

## 3. A systemic theory of contrast

### 3.1 Idealization in phonology

The key idea being explored here is that phonological patterns depend in part on constraints requiring that contrasts be maintained, and that they be perceptually distinct. (Compare Saussure 1959 on the first notion especially; see Anderson 1985, pp.47-9 for discussion). Taking up work of Martinet $(1952,1964,1974)$ in particular, the idea is that wellformedness can be understood only with reference to a larger system of contrasts. More broadly, Martinet's main assumptions were, first, that the perceptual distinctiveness of contrasts should be maximized, and second, that articulatory effort should be minimized. Naturally these desires can conflict. The formal model implementing these notions here is a modified version of Dispersion Theory (Flemming 1995a), itself roughly based on ideas of Martinet, and Lindblom (1986, 1990), and cast within Optimality Theory (Prince and Smolensky 1993).

A major challenge to this kind of explanation involves formalizing the ideas of contrast preservation and perceptual distinctiveness. As a first step, consider the fact that what needs to be evaluated are not individual forms, but groups of forms in contrast, as we saw in (11). How can this be accomplished? First, following Flemming (1995a), I understand the possible inputs and candidate outputs within Optimality Theory to include not only individual forms, but also sets of forms. Flemming's analyses focus largely on sets of single segments, e.g., the set $i, \dot{f}, u$. In fact, Boersma (1998:361) criticizes Dispersion Theory for being a theory of phoneme inventories only. Though the discussion in Flemming (1995a) makes clear that Dispersion Theory is meant to be a full theory of phonology and not just one of inventories, it is not made clear how this is to be done. Flemming (1999) suggests that the objects of analysis are languages, and proposes that these can be made manageable if characterized by means of finite state grammars.

The proposal here is somewhat different, following Ní Chiosáin and Padgett (2001): the objects of analysis are indeed languages, but this daunting prospect is made manageable by means of extreme idealization. In particular, the overall analysis is constrained so as to severely limit the form of words that can be considered, both as inputs and as candidate outputs. Limiting the words considered for an analysis actually makes explicit what is implicit in the practice of phonology. To see this, consider a phonologist who analyzes English aspiration, to take a well known example. Suppose the analyst chooses the word pat in order to demonstrate the analysis, considering candidate output forms such as [ $\mathrm{p}^{\mathrm{h} æ t}$ ], [pæt], and [bæt]. There are obviously an indefinite number of words (and possible words) of English that are not explicitly treated; these might include pit, cat, and patter, to name just three. That is, after succeeding in deriving the form [ ${ }^{\mathrm{h}}$ t] from /pæt/, the analyst is not likely to show that the account also derives [ $\mathrm{p}^{\mathrm{h}} \mathrm{It}$ ] from /pit/, [ $\mathrm{p}^{\mathrm{h}} æ>\curvearrowright$ ] from /pætr/, and so on, nor is a reader likely to expect this. The implicit assumption behind disregarding such forms is that pat is good enough because it is representative of what matters. That is, properties such as vowel quality, place of articulation, or length of word (apart from issues of stress or foot structure), respectively, are considered not relevant to an account of

English aspiration. In principle such assumptions may be right or wrong, of course; in making them, linguists gamble that they are concentrating on just what matters in explaining a particular phenomenon. The assumptions made also clearly vary according to the phenomenon being analyzed: word length, vowel quality, and place of articulation obviously are relevant to other phenomena.

Though it is not usually made explicit, the strategy described here is clearly unavoidable. Analyses differ not in the presence or absence of idealization, but in the degree of it. For the aspiration scenario above, the forms considered for the analysis (both as input and output) are in effect of the shape Cret, where $C$ is a bilabial stop of some voice onset time. In terms of Optimality Theory, this implicit strategy might be regarded as a kind of tactical constraint both on richness of the base (the assumption that there can be no theoretical restrictions on inputs) and on freedom of analysis (the assumption that candidates for evaluation are similarly unrestricted.). (See Prince and Smolensky 1993 and McCarthy and Prince 1993 on both these notions.) I emphasize here that the constraint is tactical, that is, an analytical strategy, and is no constraint on the theory itself, which obviously must allow for the consideration of other forms in principle. If it were to turn out that vowel quality does matter to an account of aspiration, for example, we would be compelled to incorporate more forms such as [ $\mathrm{p}^{\mathrm{h}} \mathrm{It}$ ] into the idealization. Idealization in this sense is fully consistent with both richness of the base and freedom of analysis.

In order to understand candidates as idealized languages-to get control over the range of possible candidate languages, and how they are evaluated-such a strategy needs to be made explicit. In what follows, certain sound changes from Common Slavic through East Slavic will be analyzed. For the purposes of that analysis, I will be assuming the idealization shown in (12). This explicit restriction allows only the 24 words shown. A possible candidate 'language' will be regarded as any subset of these words. (In fact, many of them will never be considered, since they would be ruled out for reasons that should be clear.) To put it differently, I am assuming that only the kinds of distinctions evident in this group of forms are relevant to an analysis of the sound changes of interest. For example, it will be important to treat velars on the one hand separately from dentals and labials on the other. In this idealization, non-velars are represented by [p]. Differences among the various labials and dentals of Slavic are not relevant to the analysis. Similarly, though palatalization versus the lack of it matters to the analysis, voicing of obstruents does not. And so on for other aspects of the idealization. It will become clear as the analysis unfolds why the other properties of this idealization, such as the possible vowels, are relevant.
(12) Words are $C^{(j)} V$, where $C \in\left\{p, t \int, k\right\}, V \in\{i, i, u, a u\}$

| pi | $\mathrm{p} \dot{\square}$ | pu | u |
| :---: | :---: | :---: | :---: |
| $\mathrm{p}^{\mathrm{j}}$ | $p^{\text {j }}$ | $p^{\text {j }}$ u | $p^{\text {j }}$ au |
| t ¢ i | t $\int \ddagger$ | t 5 u | t $\int$ au |
| t $5^{\text {j }}$ | t $9^{\circ} \dagger$ | $t^{\text {f }} \mathrm{u}$ | t $\int^{j} \mathrm{au}$ |
| ki | ki | ku | kau |
| $\mathrm{k}^{\mathrm{j}}$ | $\mathrm{k}^{\dot{j}}$ | $\mathrm{k}^{\mathrm{j}} \mathrm{u}$ | kau |

### 3.2 Perceptual distance of contrast

Our next challenge involves formulating constraints that regulate the perceptual distinctiveness of contrast. In order to do this, we first require some means of comparing pairs of output forms within a candidate language. Here I call on the notion of correspondence of McCarthy and Prince (1995), though employing it in a new way. Consider something similar to the familiar 'minimal pair' test, applied to the pairs of English words shown in (13). Pairs like bat versus back in (13)a pass this test by virtue of having at least one pair of corresponding segments that differ sufficiently. To be clear on what 'corresponding' means for our purposes, I simply assume that the segments of a form are indexed according to their order in the string, as shown; therefore the first segments of any two words correspond, as do the second segments, and the tenth, and so on. The [ t ] and the [k] in (13)a therefore correspond. ${ }^{12}$ What it means to say that the segments (in this case [ t$]$ and [k]) 'differ sufficiently', in the case of the traditional minimal pair test, is that they are perceptibly distinct in some reliable way such that substituting one for the other alters the word recognized. However, it is necessary to look at this notion of perceptual distinctiveness more closely, since the idea is to evaluate it explicitly. Putting aside this point for the moment, consider (13)b.


The forms in (13)b fail the minimal pair test (in English). In this case, there are no corresponding segments that differ sufficiently. In traditional terms, $\left[\mathrm{t}^{\mathrm{h}}\right]$ and $[\mathrm{t}]$ are variants of a single phoneme, but we will once again be interested in the lack of perceptual distinctiveness that underlies such facts. (Here it is the word-final contrast in particular that is assumed to be perceptually disfavored. As is well known, the voicing contrast in English is realized as roughly plain voiceless versus voiceless aspirated in certain other contexts; see Ladefoged 1993.) With all of this in mind, let us understand the term 'potential minimal pair' to mean a pair of words having the same number of segments, and all but one of whose corresponding segments are identical, such as in (13)a-b. ${ }^{13}$

Returning to the idealization in (12), the segment in these forms that stands out as perhaps most marked is the vowel [ $\dagger$ ]. Following Liljencrants and Lindblom (1972), Lindblom (1986), and Flemming (1995a), I assume that [ $\dot{i}$ ] is so often disfavored, and [i] or [u] favored, for perceptual reasons. The vowel $[\dot{\dagger}]$ lies midway between $[\mathrm{i}]$ and $[\mathrm{u}]$ according to the relevant perceptual parameter (see below). Because of this, [i] versus [ $u$ ] is a better contrast than is either [i] versus $[\dot{j}]$ or $[\dot{\dagger}]$ versus [ $u$ ]. It should be emphasized that there is no sense in which [ $\dot{\dagger}]$ is inherently marked, compared to [i] and [u]; rather, a contrast between [i] and either [i] or [u] is marked. In fact, $[\dot{\dagger}]$ is the least marked of these three vowels when there is no contrast among high vowels (See Flemming 1995a and Ní Chiosáin and Padgett 2001 for discussion of these facts and their consequences for phonological systems.) It is here that the notion of perceptual distinctiveness of contrast crucially enters the account of Russian sound changes.

Consider figure (14), adapted from Ní Chiosáin and Padgett (2001). (14)a shows hypothetical spacings between high vowels along a continuum of vowel color. This term
encompasses backness and roundness in vocoids. It is well known that variations in these two articulatory parameters affect primarily the second vowel formant, with [i] having the highest second formant value, and [ u ] the lowest. In fact, the perceptual effect of backness and roundness variation can be modeled as a single parameter 'F2 prime', derived based on the first three formant values, apparently corresponding to a single perceptual correlate (Carlson et al. 1970). Use of the term 'color' here is intended to highlight the fact that indeed a single perceptual dimension is involved. The vowels [i] and [ $u$ ] occupy the extremes (roughly) of this perceptual dimension. The scenarios shown in (14)a differ in how much of the available perceptual space is given to each segment. An idealizing assumption is made that the perceptual space is divided into equal intervals, with a segment located in the center of each. ${ }^{14}$ Obviously the more contrasting segments, the less the perceptual space for each. ${ }^{15}$

b. $\operatorname{SPACE}_{\text {Color }}>1 / n: \quad$ Potential minimal pairs differing in vowel color differ by at least $1 / n$th of the full vowel color range
c. $\operatorname{SPACE}_{\text {COLOR }}>1 / 3 \gg \operatorname{SPACE}_{\text {COLOR }}>1 / 2 \gg \operatorname{SPACE}_{\text {COLOR }}>1$

A family of SPACE constraints is assumed, (14)b, parameterized according to the dimension of contrast, here vowel color. A universal ranking holds among them, (14)c. It follows from this hierarchy that languages can vary in the amount of spacing required between contrasting segments, though all languages will prefer more spacing, all else equal. These constraints and rankings are adapted from Flemming (1995a)'s 'Minimal Distance' constraints, but are formulated after Padgett (1997) and Ní Chiosáin and Padgett (2001). The number of space constraints required in the theory depends on the dimension of contrast. In the case of vowel color, we find at most a four-way contrast in languages (Ladefoged and Maddieson 1996). This is accounted for by the assumption that SPACE $>1 / 4$ is in Gen. (This does the work of distinctive feature theory's assumption that there are only two color features, i.e., [back] and [round] or the like.) ${ }^{16}$ Hence only the three remaining constraints ever need be ranked in a constraint hierarchy. Most contrast dimensions will be simpler, many allowing only a binary contrast (e.g., nasality), so that SPACE $>1 / 2$ is in Gen and only SPACE $>1$ need be ranked.

Consider how SPACE constraints apply to some example candidates, as shown in (15). Recall that the only candidates we will consider here are subsets of (12), and that these are viewed as severely idealized languages. (15)a, for example, is a truly miniature language consisting of three words in all; these happen to be a minimal triplet distinguished by [i], [ $\dot{\dagger}]$, and [ $u$. For each SpACE constraint, every possible pairing of words in a mini-language is evaluated; in (15)a there are three such pairings. Two of them, [pi] - [pí], and [pí] - [pu], violate SPACE $>1 / 2$ : [i] and [u] are separated by at least one half of the full vowel color range (see (14)a), but neither of the other pairings are. All three pairings violate SPACE $>1$, since this constraint requires that any vowel have
the entire color space to itself. Candidate (15)b is more harmonic for reasons that should be clear. A mini-language having only one word, such as (15)c, is even better: since there are no minimal pairs, all SPACE constraints are vacuously satisfied. Finally, (15)d violates only SPACE $>1$; SPACE $>1 / 2$ is not violated, because neither [pi] - [ki] nor [ki] - [pu] are minimal pairs. Thus SPACE constraints evaluate words (minimal pairs), and not simply individual segments, such as the vowels of these forms.

|  | Space $>1 / 3$ | Space $>1 / 2$ | Space $>1$ |
| :---: | :---: | :---: | :---: |
| a. $\mathrm{p}_{1} \mathrm{i}_{2} \mathrm{p}_{1} \mathrm{i}_{2} \mathrm{p}_{1} \mathrm{u}_{2}$ |  | ** | *** |
| b. $\mathrm{p}_{1} \mathrm{i}_{2} \quad \mathrm{p}_{1} \mathrm{u}_{2}$ |  |  | * |
| c. $\mathrm{p}_{1} \dot{\mathrm{f}}_{2}$ |  |  |  |
| d. $\mathrm{p}_{1} \mathrm{i}_{2} \underset{\mathrm{k}_{1} \mathrm{f}_{2}}{ } \mathrm{p}_{1} \mathrm{u}_{2}$ |  |  | * |

In the analysis to follow, $\operatorname{SPACE}>1 / 3$ is never violated; $\operatorname{SPACE}>1$, on the other hand, is never respected. Only $\operatorname{SPACE}>1 / 2$ is of particular interest, and only this constraint will be shown in tableaux.

### 3.3 Constraints requiring contrast

The final challenge involves addressing not the perceptual goodness of contrast, but the requirement itself that there be contrast, i.e., neutralization avoidance. As generally understood, contrast is regulated in Optimality Theory by means of faithfulness constraints requiring similarity between inputs and corresponding outputs. The account to follow employs faithfulness constraints, understood in terms of correspondence, following McCarthy and Prince (1995). One such constraint, Ident(Palatalization), is shown below.
(16) IDENT(PAL): Corresponding input and output segments have identical values for consonantal palatalization.

However, it is proposed that the notion of faithfulness be extended to include the constraint *MERGE, shown below. Along with Space, this constraint crucially presupposes the systemic view of contrast.

## (17) *MERGE: No word of the output has multiple correspondents in the input.

*MERGE is very much like the constraint Uniformity of McCarthy and Prince (1995), which prohibits the merger of independent underlying segments into one in the output. It differs in taking entire words as its arguments, rather than segments. What it prohibits, therefore, is neutralization of contrast between words in a language. To see how this works, consider the tableau below,
which takes as input the mini-language /pi, pi, pu/. Here the subscripts tag entire words, and not individual segments as is usual in correspondence theory. (In the analyses that follow, it will always be clear which segments correspond to which, and subscripts will be understood to apply to words.) Candidate (18)a is identical to the input, but (18)b is a mini-language containing only the words [pi, pu]. The subscript notation implies that [pi] is the output correspondent of input $/ \mathrm{p} \dot{+} /$ as well as /pi/, implying in turn a violation of *MERGE. In other words, this language has neutralized the contrast between [pi] and [p $\dot{\dagger}]$ in favor of [pi]. Because at the same time underlying / $\dot{\mathrm{t}} / \mathrm{of} / \mathrm{p} \dot{\mathrm{j}} /$ has fronted to [i], one violation of IDENT(COLOR) (see below) is also recorded. As can be seen here, there is some redundancy in the use of both *MERGE and IdENT. They are both violated in this example, and this will be true of many examples to follow. In fact, a violation of *MERGE necessarily implies a violation of some conventional faithfulness constraint. However, the reverse entailment does not hold, and *MERGE must crucially be distinguished, as we will see.

|  | $\mathrm{pi}_{1}$ | $\mathrm{p} \mathrm{\dot{q}}_{2}$ | $\mathrm{pu}_{3}$ | *Merge | Ident(Color) |
| :--- | :--- | :--- | :--- | :---: | :---: |
| a. | $\mathrm{pi}_{1}$ | $\mathrm{p}_{2}$ | $\mathrm{pu}_{3}$ |  |  |
| b. | $\mathrm{pi}_{1,2}$ |  | $\mathrm{pu}_{3}$ | $*!$ |  |

It is important to be clear that what we are considering here is indeed a merger, and not 'deletion' of input /p $\dot{+} /$. True 'deletion' of input /pt/, as opposed to $/ \mathrm{p} \dot{\dagger} / \rightarrow$ [pi], would mean there is no output correspondent of this entire word at all.

Returning to the IDENT constraints, I propose also that these make reference to the very same scales of perceptual similarity that SPACE constraints do. Deviations in vowel color between input and output, for example, are penalized by constraints referencing the color dimension seen in the last section. Naturally, the further a deviation occurs along such a scale, the worse the faithfulness violation. For convenience, I will count distance by appeal to the well known features [back] and [round]. The derivation $/ \mathrm{u} / \rightarrow[\dot{\dagger}]$ seen in (19)a therefore violates IDENT(COLOR) once, for the change in roundness (as does $/ \dot{f} / \rightarrow[\mathrm{i}]$, for the change in backness). The derivation $/ \mathrm{u} / \rightarrow[\mathrm{i}]$ violates it twice. In addition, recasting a proposal by Kirchner (1996), I assume that an IdENT constraint can be locally self-conjoined (Smolensky 1995). The conjoined IDENT constraint is violated whenever its simple counterpart is violated twice by any corresponding input-output pair. Since self-conjoined constraints are assumed to outrank their simple counterparts universally, the result is a fixed constraint hierarchy such as that shown below.

|  | $/ \mathrm{u} /$ |  <br> Ident(Color) | Ident(Color) |
| :---: | :---: | :---: | :---: |
| a. | $\dot{+}$ |  | $*$ |
| b. $\quad \mathrm{i}$ | $*$ | $* *$ |  |

Such a hierarchy entails that successively larger deviations in faithfulness are penalized by separately rankable constraints. Kirchner (1996) argues that this is necessary, and we will see a need for it below. The problem we will encounter involves explaining why palatalized velars mutate into palato-alveolars rather than into something else. This is not a quirk of Slavic; it is one of the most frequently observed sound changes across languages. The most promising explanation relies on research showing that [ $\mathrm{k}^{j}$ ] is easily confusable with [ $\mathrm{t} \mathrm{j}^{\mathrm{j}}$ (Guion 1998), because it has similar acoustic properties (a high second formant locus and relatively long, noisy release). Ohala (1989) and Guion (1998) hypothesize that it is this similarity that underlies the cross-linguistic frequency of velar mutations to palato-alveolars before front vocoids. In comparison, for example, palatalized labials mutate to palato-alveolars much more rarely (see discussion in Ní Chiosáin and Padgett 1993, Flemming 1995a, Zoll 1996). This idea implies a perceptual scale having (very schematically) the properties shown in (20)a. Specifically, $\left[\mathrm{k}^{j}\right]$ is more similar to [ $\mathrm{t} \mathrm{f}^{\mathrm{j}}$ ] than [ $\mathrm{p}^{\mathrm{j}}$ ] or other palatalized sounds are. By the reasoning seen above, this implies a fixed hierarchy of IDENT constraints. Rather than propose a set of features to cover the perceptual properties involved (but see Flemming 1995a for some ideas), I indicate the relevant constraints by means of the change involved (/pis ${ }^{\mathrm{j}}$ [ $\left.\mathrm{f}^{\mathrm{j}}\right]$ and so on), as shown in (20)b. ${ }^{17}$
a. Spacing: |...k...t $\int^{j} . . . . . . . . . . . . . . p^{j} . . . \mid$
b. Ident: $\quad \operatorname{IDENT}\left(\mathrm{p}^{\mathrm{j}} \rightarrow \mathrm{t} \varsigma^{\mathrm{j}}\right)$, Etc $\gg \operatorname{IdENT}\left(\mathrm{k}^{\mathrm{j}} \rightarrow \mathrm{t} \mathrm{j}^{\mathrm{j}}\right)$

### 3.4 Other constraints

A hallmark of functionally-based Dispersion Theory is its reliance on constraints having a perceptual basis on the one hand (SPACE constraints), and those having an articulatory one on the other. The articulatory markedness constraints that will play a role in the account are shown in (21). The ranking in (21)a reflects conventional markedness assumptions except in the ranking of [i] as most favored. This ordering follows from the assumption that the constraints are grounded specifically in articulation: if articulatory complexity of a vowel can be measured according to deviation from the 'rest position' [ə], then [ $\dot{\dagger}]$ is indeed better than [i] or [u]. This reasoning plays a crucial role in explaining why $[\dot{\dagger}]$ is in fact the vowel that occurs in languages when there is no contrast among high vowels at all (Flemming 1995a). The ranking in (21)b makes the uncontroversial assumption that palatalized segments are articulatorily more marked than their plain counterparts. The constraint in (21)c requires allophonic secondary palatalization of consonants before front vowels. (Whether allophonic palatalization is best handled this way, and whether it is grounded in articulatory as opposed to perceptual constraints, are questions worth further exploration.)
a. $\quad * \mathrm{au} \gg *_{\mathrm{i}}, * \mathrm{u} \gg{ }^{\mathrm{f}}$

c. PaL(ATALIZE): a consonant before a front vowel is palatalized

## 4. Common Slavic through East Slavic

### 4.1 Preliminaries

The parent language of Russian and all Slavic languages is Common Slavic (or Proto-Slavic). After the first of the well-known velar mutations (see below), sound changes began affecting large portions of Common Slavic independently, and by roughly the tenth century Slavic had broken into three major branches. The East Slavic branch during the following period, from roughly the tenth to the fourteenth centuries, is also referred to as Old Russian. Our knowledge of East Slavic is based in good part on a written record. Earlier forms are either indirectly attested through Old Church Slavic, or (prior to the ninth century) based on traditional methods of reconstruction. All of the changes assumed here are relatively well established and uncontroversial. For facts and discussion of Common Slavic and East Slavic, see especially Chernykh (1962), Borkovskii and Kuznetsov (1963), Shevelov (1965), Filin (1972), Ivanov (1990), Carlton (1991), Schenker (1993), and Townsend and Janda (1996).

The charts in (22) give the consonant and vowel phonemes of Common Slavic at about the fifth century, prior to any of the velar mutations. As can be seen, Common Slavic had neither palato-alveolars, contrastive palatalization, nor the vowel $/ \dot{\$} /$. Velars are thought to have been allophonically palatalized before front vowels, for reasons to be seen later. The diphthongs were bimoraic, and later became long monophthongs; this sound change will also come up later. (I use [a] for a low back vowel.)

| Common | n Slavic consonant phonemes | Common Slavic vowel phonemes ${ }^{18}$ |
| :---: | :---: | :---: |
| $\mathrm{p} \quad \mathrm{t}$ | t k | i: i u: u |
| b d | d g |  |
|  | s X |  |
|  | z | æ: $\mathfrak{x}$ a: a |
| m n | n |  |
| 1 | 1 | (Plus æi, æu, ai, au) |
|  | r |  |

Of the forms in our idealization (see (12)), those that were possible words of Common Slavic at this stage, that is, those conforming to the phonology of Common Slavic, are shown in (23). For our purposes, (23) is simply a highly idealized Common Slavic.

| pi | pu | ki |  | ku |
| :--- | :---: | :---: | :---: | :---: |
|  | pau |  | kau |  |

At this stage of the language, long and short vowels were distinguished, as shown in (22). It should be noted that the history traced below of [i] and [u] is in fact the history only of originally long [i:] and [u:]. (This length distinction is soon lost in favor of a vowel quality distinction, with short [i] and [u] realized as the 'jers' [I] and [ J$]$ respectively.) The vowels [i] and [u] in (23) should therefore more accurately be understood as originally long, though for typographic ease this is not shown.

### 4.2 Common Slavic at the outset

Our next task is to consider what ranking of the above constraints would account for Common Slavic at this first stage shown in (23). The tableau below takes as input the presumed stage of Common Slavic prior to secondary velar palatalization, and considers four candidate languages derived from it, showing how velar palatalization is derived. (See the discussion of inputs just below.) The input and candidates are arranged so as to suggest their relative perceptual spacing: forms such as [pł] would fall between [pi] and [pu], and such forms will arise later. Derivation of secondary palatalization from this input requires the ranking PaL >> IDENT(PAL). This can be seen by comparing candidate (24)a, which is fully faithful to the input, to (24)b, the optimal candidate; the former fares worse on PaL. It is also necessary for PaL to outrank $* \mathrm{k}^{\mathrm{j}}$, as the same comparison makes clear. At this stage, only velars were palatalized; candidate (24)c is ruled out by assuming that ${ }^{*} \mathrm{p}^{\mathrm{j}}$ outranks PAL. ${ }^{19}$ Finally, velar palatalization occurred only before front vowels; this follows from the account because violations of $* \mathrm{k}^{j}$ must be forced by PAL. ${ }^{20}$

| $\begin{equation*} \mathrm{pi}_{1} \tag{24} \end{equation*}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ | * $\mathrm{p}^{\mathrm{j}}$ | Pa | * $\mathrm{k}^{\mathrm{j}}$ | $\begin{aligned} & \text { Id- } \\ & \text { Pal } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. $\quad \begin{array}{ll}\mathrm{pi} \\ & \mathrm{ki}_{4}\end{array}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ |  | **! |  |  |
| $\text { b. }{ }_{\mathrm{k}^{\mathrm{j}} \mathrm{j}}^{\mathrm{j}}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ |  | * | * | * |
| c. $\mathrm{p}_{\mathrm{k}^{\mathrm{j}}{ }^{\mathrm{j}}{ }^{\mathrm{i}}{ }^{2}}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ | *! |  | * | ** |
| d. pi | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $k^{j} u_{5} k^{j} u_{6}$ |  | * | **! | **!* |

Before we proceed, a word about the inputs assumed here and below is required. Some works on sound change in Optimality Theory explicitly assume that the input at each historical stage is the output of the previous stage. Hutton (1996) and Holt (1997) call this the 'synchronic base hypothesis'. The synchronic base hypothesis is virtually built into any account of sound change based on ordered rules. However, it appears to flatly contradict Optimality Theory's principle of richness of the base, which requires that no assumptions be made about inputs. It turns out, however, that given an Optimality Theoretic model that distinguishes lexical and postlexical derivations, as in Kiparsky (1998), the appearance of the synchronic base hypothesis can emerge as a consequence. This is because richness of the base holds only of inputs to the lexical stratum; the input to the postlexical stratum is obviously the output of the lexical stratum. Assuming that sound change originates in the postlexical phonology, again following Kiparsky (1998), and is incorporated only later (if at all) into the lexical phonology, it follows that the postlexical stratum takes the results of some previous sound changes-those that have entered the lexical phonology-as input.

Consider the following sequence of sound changes; these are the first two sound changes of interest to us. Following Kiparsky's assumptions, a sound change first enters the postlexical phonology (stage 2.1 below); it then may enter the lexical phonology (stage 2.2). Suppose that another change now occurs, again entering the postlexical phonology (stage 3). Given the structure of the model, the relationship between this sound change and the previous one is inherently derivational. This is because stage 3's sound change takes as input not any phonological forms, according to richness of the base, but only those forms output by stage 3's lexical phonology. The latter, in turn, represent the results of the previous sound change.

STAGE 1

| Output of LP | pi pu pau | ki ku kau |  |
| :--- | :--- | :--- | :--- |
| Output of PLP | pi pu pau | ki ku kau | Prior to sound changes |

STAGE 2.1

| Output of LP | pi pu pau | ki ku kau |  |
| :--- | :--- | :--- | :--- |
| Output of PLP | pi pu pau | $\mathrm{k}^{\mathrm{j} i} \mathrm{ku}$ kau | Sound change enters PLP |
| Output of LP pi pu pau $\mathrm{k}^{\mathrm{j} i} \mathrm{ku}$ kau Sound change 'promoted' to <br> Output of PLP pi pu pau $\mathrm{k}^{\mathrm{j} i} \mathrm{ku}$ kau LP <br> E 3    |  |  |  |

STAGE 3
Output of LP
Output of PLP
pi pu pau $\mathrm{k}^{\mathrm{j} i}$ ku kau
pi pu pau tfi ku kau
New change enters PLP
Though the synchronic base hypothesis is no principle of sound change, the result of the model above is that sound change can proceed as if it were. (Given the model, it need not always: if a new sound change enters the postlexical phonology before a previous one has been 'promoted' to the lexical phonology, the interaction of the two must remain transparent.) This is important, because (as is well known) sound change can lead to the historical equivalent of opaque derivations. In order for such a thing to be possible (regardless of whether one believes such derivations have any synchronic validity), some kind of model that incorporates seriality into sound change, as above, is required. Since these issues are independent of our topic, I adopt the 'synchronic base hypothesis' as an expository convenience and do not distinguish lexical and postlexical derivations. The reader should bear in mind that this abstracts away from the sort of detail seen in (25). ${ }^{21}$

Returning now to Common Slavic: another possible output not shown in (24) involves /pi/ surfacing as $\left[\mathrm{k}^{\mathrm{j}}\right]$, thereby obeying PaL without violating $* \mathrm{p}^{\mathrm{j}}$. Such a mapping violates IDENT(PLACE), a constraint requiring input-output identity in consonantal place, as shown in (26)b below. It also violates *MERGE, since the contrast between $/ \mathrm{p} /$ and $/ \mathrm{k} /$ in this environment is neutralized. As I noted earlier, any candidate that violates *MERGE violates some faithfulness constraint (though the reverse doesn't always hold). (26)b violates *MERGE because /ki/ and /pi/ both happen to be in the input. As (26)c shows, if /pi/ surfaces with a different place of articulation, IdENT but not *MERGE penalizes the outcome. This latter candidate violates $*$ t $\rho^{j}$ also.

| $\begin{align*} & \mathrm{pi}_{1}  \tag{26}\\ & \mathrm{ki}_{4} \\ & \hline \end{align*}$ | $\begin{aligned} & \mathrm{pu}_{2} \mathrm{pau}_{3} \\ & \mathrm{ku}_{5} \mathrm{kau}_{6} \\ & \hline \hline \end{aligned}$ | *t $\int^{j}$ | Id-Pl | * ${ }^{\text {j }}$ | Pal | * ${ }^{\text {j }}$ | *Merge | $\begin{aligned} & \text { Id- } \\ & \text { Pal } \\ & \hline \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{a} \text {. } \mathrm{pi}_{\mathrm{ki}_{1}}^{\mathrm{ji}_{4}}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ |  |  |  | * | * |  | * |
| b. $\mathbf{k i}_{1,4}^{\mathrm{j}_{1,4}}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ |  | *! |  |  | * | * | ** |
| c. $\begin{aligned} & \mathrm{ki}_{4} \mathrm{i}_{4} \\ & \mathrm{tf} \mathrm{i}_{1} \end{aligned}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ | *! | *! |  |  | * |  | ** |

Given the violations shown, we can conclude that PaL is outranked by either Ident(Place) on the one hand, or both *t $j^{j}$ and $*$ MERGE on the other. Given the fixed input, there is seemingly no way to say anything more about the rankings. However, if the derivation being considered here is assumed to be postlexical, following a lexical derivation in Kiparsky's (1998) terms, then there is more we can say. The output of the lexical stage must rule out the palato-alveolar, which must be a possible input at that stage, given richness of the base. This means that the ranking *t $\mathrm{j}^{j} \gg$ IdENT(PLACE), *MERGE must hold of the lexical phonology. Let us therefore assume that this ranking continues to hold at the postlexical level, since nothing requires it to change. This follows if we assume with Kiparsky that the unmarked state of affairs is for lexical and postlexical rankings to be the same. For similar reasons, ${ }^{*} \mathrm{p}^{\mathrm{j}}$ and $*^{\mathrm{k}}{ }^{\mathrm{j}}$ are assumed to outrank *MERGE.

Another candidate worth considering maps input $/ \mathrm{ki} /$ into $[\mathrm{t}]^{\mathrm{j}}{ }^{\mathrm{j}}$, since this will in fact occur in the next stage we consider. This is already ruled out, as shown below.


The idealization being entertained includes six consonant types; of these, only one has not been considered: plain [ t$]$ ]. Candidate (28)b below realizes input plain (non-palatalized) $/ \mathrm{k} /$ as $\left[\mathrm{t} \int\right]$. Such a candidate, and one realizing plain $/ \mathrm{p} /$ as $[\mathrm{t}]$ (not shown), is once again ruled out by the relevant markedness constraint, *tf. For convenience some markedness constraints are combined
in this tableau. The analysis to come will make no use of $* \mathrm{p}$ and $* \mathrm{k}$, which are always violated. Hence these two constraints will not be shown anymore.

| $\begin{align*} & \mathrm{pi}_{1}  \tag{28}\\ & \mathrm{ki}_{4} \\ & \hline \end{align*}$ | $\begin{aligned} & \mathrm{pu}_{2} \mathrm{pau}_{3} \\ & \mathrm{ku}_{5} \mathrm{kau}_{6} \\ & \hline \end{aligned}$ | $\begin{aligned} & *+t / \\ & *+f^{j} \end{aligned}$ | $\begin{gathered} \text { Id- } \\ \text { Pl } \\ \hline \end{gathered}$ | *p ${ }^{\text {j }}$ | Pal | * ${ }^{\text {j }}$ | *Merge | $\begin{aligned} & \text { Id- } \\ & \text { Pal } \\ & \hline \end{aligned}$ | $\begin{aligned} & * \mathrm{p} / \\ & * \mathrm{k} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. $\mathrm{pi}_{1}$ $\mathrm{k}^{\mathrm{j}}{ }_{4}$ | $\begin{gathered} \mathrm{pu}_{2} \mathrm{pau}_{3} \\ \mathrm{ku}_{5} \mathrm{kau}_{6} \end{gathered}$ |  |  |  | * | * |  | * | $\begin{gathered} * * * \\ * * \end{gathered}$ |
| b. $\quad \mathrm{pi}_{1}$ $\mathrm{ki}_{4}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{t} \int \mathrm{u}_{5} \mathrm{t} \int \mathrm{au}_{6}$ | *!* | ** |  | * | * |  | * | *** |

Turning now to the vowels, the facts to be derived (holding to the idealization) are the preservation of $[\mathrm{i}],[\mathrm{u}]$, and $[\mathrm{au}]$, and the lack of [ $\dot{\dagger}]$. Given that [ i$],[\mathrm{u}]$, and [au] all surface, it must be the case that $* \mathrm{i}, * \mathrm{u}$, and $* \mathrm{au}$ are outranked by the relevant faithfulness constraints, including *MERGE or IDENT(COLOR). Candidate (29)b violates the latter constraint four times, twice for each merger of $/ \mathrm{i} /$ and $/ \mathrm{u} /$. (29)c violates it only twice, since $/ \mathrm{a} /$ and $/ \mathrm{u} /$ are both back. This assumes that /au/ > [u] involves a coalescence, such that $[u]$ is the output correspondent of both portions of the input diphthong. An alternative would be to assume that input/a/ simply deletes (together with compensatory lengthening, since the derived [u] was long), but nothing hinges on this choice.


More interesting is the treatment of $[\dot{\dagger}]$, a vowel that did not exist at this stage of Common Slavic. Given the universal ranking posited in (21) (based on purely articulatory concerns, see the references cited there), the constraint ${ }^{\ddagger}$ is dominated by all of the other markedness constraints in tableau (29); it therefore cannot be due to * $\dot{f}$ that this vowel fails to surface. Recall that the perceptually based constraint $\operatorname{SPACE}>1 / 2$ instead crucially penalizes this vowel (in a system having [i] and/or [u] as well), as seen in (15) above. Tableau (30) shows how this works again.
(SPACE $>1 / 2$ will be shown simply as SPACE in the following tableaux.) Candidate (30)b represents a kind of chain shift (very much like one to be seen below), in which /au/ has shifted to [ $u$ ] and /u/
to [ $\dagger$ ]. Comparison with (30)a shows that it can be ruled out assuming SPACE $>1 / 2$ outranks *au. Candidate (30)c shifts underlying /i/ to [ $\dot{\dagger}$ ]; it is worth considering because it is a means of avoiding violations of PAL by vacuous satisfaction. It too is ruled out by SPACE $>1 / 2$, assuming this constraint dominates Pal as well. Candidate (30)d likewise attempts to subvert Pal, this time by neutralizing vowel qualities, showing that IDENT(COLOR) must dominate PAL.

| $\begin{array}{lll} \mathrm{pi}_{1} & \mathrm{pu}_{2} \mathrm{pau}_{3} \\ \mathrm{ki}_{4} & \mathrm{ku}_{5} \mathrm{kau}_{6} \\ \hline \end{array}$ | Space | $\begin{align*} & \text { Id- }  \tag{30}\\ & \mathrm{Col} \\ & \hline \end{align*}$ | Pal | *Merge | *au | *i | *u | * ${ }_{\text {¢ }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. $\mathrm{pi}_{1} \quad \mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\begin{array}{lll}\mathrm{ki}_{4} & \mathrm{ku}_{5} & \mathrm{kau}_{6}\end{array}$ |  |  | * |  | ** | ** | ** |  |
| b. $\quad \mathrm{pi}_{1} \mathrm{pi}_{2} \mathrm{pu}_{3}$ $\mathrm{ki}_{4} \mathrm{ki}_{5} \mathrm{ku}_{6}$ | *!*** | **** | * |  |  | ** | ** | ** |
| c. $\begin{array}{ccc}\mathrm{p} \mathrm{\dot{1}}_{1} & \mathrm{pu}_{2} & \mathrm{pau}_{3} \\ \mathrm{ki}_{4} & \mathrm{ku}_{5} & \mathrm{kau}_{6}\end{array}$ | *!* | ** |  |  | ** |  | ** | ** |
| d. $\begin{aligned} & \mathrm{pu}_{1,2} \mathrm{pau}_{3} \\ & \mathrm{ku}_{4,5} \mathrm{kau}_{6} \end{aligned}$ |  | $*!* *$ $*$ |  | ** | ** |  | ** |  |

Given the work of IDENT(COLOR) above, why rank SPACE highly? Once again the rankings assumed here make sense if (30) is a postlexical derivation. The output of the lexical derivation must ensure that even underlying/f/ does not surface. Hence Space must dominate both *MERGE and Ident(Color) in the lexical phonology, and this ranking is assumed to carry over.

One overall ranking of constraints consistent with all of the above is shown in tableau (31). This tableau presents the entire analysis of Common Slavic at this stage, at which it acquired allophonic velar palatalization. The low-ranked constraints $* \mathrm{i}, * \mathrm{u}$, and ${ }^{*} \dot{\ddagger}$ are not shown, since they do no crucial work and will not figure interestingly in what follows. All of the candidates and attendant violations should be familiar from the previous discussion.
(31) Common Slavic: allophonic velar secondary palatalization

| $\begin{array}{lll}\mathrm{pi}_{1} & \mathrm{pu}_{2} & \mathrm{pau}_{3} \\ \mathrm{ki}_{4} & \mathrm{ku}_{5} & \mathrm{kau}_{6}\end{array}$ | $\begin{gathered} * \mathrm{t} \mathrm{f} / \mathrm{l} \\ * \mathrm{t} \mathrm{f}^{\mathrm{j}} \end{gathered}$ | Space | $\begin{aligned} & \text { Id- } \\ & \mathrm{Col} \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Id- } \\ \text { Pl } \\ \hline \end{gathered}$ | * ${ }^{\text {j }}$ | Pal | * ${ }^{\text {j }}$ | *Merge | $\begin{aligned} & \text { Id- } \\ & \text { Pal } \end{aligned}$ | *au |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. $\mathrm{pi}_{1} \quad \mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ki}_{4} \quad \mathrm{ku}_{5} \mathrm{kau}_{6}$ |  |  |  |  |  | **! |  |  |  | ** |
| b. $\mathrm{pi}_{1} \quad \mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\begin{array}{ll}\mathrm{kj}_{4} & \mathrm{ku}_{5} \\ \mathrm{kau}_{6}\end{array}$ |  |  |  |  |  | * | * |  | * | ** |
| c. $\mathrm{pi}_{1} \mathrm{j}_{1} \quad \mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\begin{array}{lll}\mathrm{ki}_{4} & \mathrm{ku}_{5} & \mathrm{kau}_{6}\end{array}$ |  |  |  |  | *! |  | * |  | ** | ** |
| d. $\mathrm{pi}_{1} \quad \mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ki}_{4}^{\mathrm{j}} \quad \mathrm{k}^{\mathrm{j}} \mathrm{u}_{5} \quad \mathrm{k}^{\mathrm{j}} \mathrm{au}_{6}$ |  |  |  |  |  | * | $\begin{gathered} * *! \\ * \end{gathered}$ |  | ** | ** |
| e. $\quad \mathrm{pu}_{2} \mathrm{pau}_{3}$ $\mathrm{ki}_{1,4}{ }^{\mathrm{j}} \quad \mathrm{ku}_{5} \mathrm{kau}_{6}$ |  |  |  | *! |  |  | * | * | ** | ** |
| $\begin{array}{llll}\text { f. } & \text { pi }_{1} & \mathrm{pu}_{2} \mathrm{pau}_{3} \\ & \mathrm{t} \mathrm{ji}_{4} & & \\ \mathrm{ku}_{5} & \mathrm{kau}_{6}\end{array}$ | *! |  |  | * |  | * |  |  | * | ** |
| g. $\mathrm{pi}_{1} \quad \mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ki}_{4} \quad \mathrm{t} \int \mathrm{u}_{5} \mathrm{t} \int \mathrm{au}_{6}$ | *!* |  |  | ** |  | * | * |  | * | ** |
| h. $\begin{array}{ll} \mathrm{pu}_{1,2} & \mathrm{pau}_{3} \\ \mathrm{ku}_{4,5} & \mathrm{kau}_{6} \end{array}$ |  |  | *! ${ }_{\text {** }}$ |  |  |  |  | ** |  | ** |
| i. $\begin{array}{lll}\mathrm{p} \dot{1}_{1} & \mathrm{pu}_{2} & \mathrm{pau}_{3}\end{array}$ $\mathrm{ki}_{4} \mathrm{ku}_{5} \mathrm{kau}_{6}$ |  | *!* | ** |  |  |  |  |  |  | ** |

### 4.3 The sound changes

The first sound change of interest is commonly known as the 'first velar palatalization'. However, to save confusion, I call this change a 'mutation', since it involved more than the addition of secondary palatalization. This change fronted velars to palatalized palato-alveolars before front vocoids (vowels and the glide [j]), as illustrated in (32). (Common Slavic later experienced two other velar mutations. These can be safely ignored for our purposes here.) The voiceless velar stop resulted in an affricate, while the other two resulted in fricatives. (The forms cited are from Townsend and Janda 1996:77. Those on the right are Late Common Slavic, and have undergone other sound changes; see (35) below.) It is because of this mutation before front vocoids that velars are assumed to have been allophonically palatalized in the previous stage of the language. The result of the sound change was that velars did not occur before front vocoids. The palatoalveolars occurred only there; however, this stage did not last long, as the form ${ }^{2} d \dot{f} f a t i$ suggests.

| a. $\mathrm{k}^{j}>t \mathrm{f}^{j}$ | E.g., | * ${ }^{\text {j}}$ ærda: | $>$ | *t ${ }^{\text {j }}$ erda | 'herd, line' |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | *kimst- | > | *t $\int^{j}{ }^{\text {e }}$ estu | 'frequent' |
| b. $\mathrm{g}^{\mathrm{j}}>3^{j}$ |  | * $\mathrm{g}^{\mathrm{j}}$ n- | $>$ | *3 ${ }^{\text {j }}$ ena | 'woman' |
|  |  | *gij:v- | $>$ | *3ive | 'alive' |
| c. $\mathrm{x}^{\mathrm{j}}>\mathrm{j}^{j}$ |  | *du:x ${ }^{\text {j }}$ :tæi | $>$ | *difjati | 'breathe' |
|  |  | *graix-in | > | * grějínoji | 'sinful' |

In the account seen above, $\left[\mathrm{k}^{j}\right]$ rather than $\left[\mathrm{t} \mathrm{j}^{\mathrm{j}}\right]$ occurred before front vowels due to the ranking $* \mathrm{t}^{\mathrm{j}} \gg$ * $^{\mathrm{j}}$ : compare (31)b and (31)f. (On IDENT(PLACE) see below.) With (31)b as input, the first velar mutation will therefore require that this ranking be reversed, as shown in the tableau below; compare now (33)a-b. (I omit constraints that are not of immediate relevance.) Given the universal ranking *t $\rho^{j} \gg * \mathrm{t}$, I assume the latter constraint necessarily demotes as well. Candidate (33)c shows why simply promoting * $\mathrm{k}^{\mathrm{j}}$ to the top of the constraint hierarchy would not work: this candidate can be ruled out only assuming that Pal outranks * $\mathrm{f}^{\mathrm{j}}$.

Velar mutation: * $\mathrm{k}^{\mathrm{j}} \gg{ }^{\mathrm{t}} \mathrm{f}^{\mathrm{j}}$
$\left.\begin{array}{|lll||l|l|l|l|l|}\hline & \mathrm{pi}_{1} & \mathrm{pu}_{2} \mathrm{pau}_{3} \\ \mathrm{ki}_{4} & \mathrm{ku}_{5} & \mathrm{kau}_{6}\end{array}\right)$

Velar mutation violates not only $* t \int^{j}$, but Ident(Place) also. To demote Ident(Place) below $* \mathrm{k}^{\mathrm{j}}$ is not the answer, since this fails to explain why what occurred was specifically the change from $/ \mathrm{k}^{\mathrm{j}} /$ to $\left[\mathrm{t}^{\mathrm{j}}\right]$. Candidate (34)c in the tableau below, for example, better satisfies all markedness constraints than the desired winner (34)b, and does not violate *MERGE. Recall the assumption that faithfulness to the specific change, $\operatorname{IDENT}\left(\mathrm{k}^{\mathrm{j}} \rightarrow \mathrm{t} \mathrm{j}^{\mathrm{j}}\right)$, is in question; this must rank below ${ }^{*} \mathrm{k}^{\mathrm{j}}$. This is shown in the tableau; compare (34)a-b. 'IDENT(PLACE)' (shown in its original location) should now be understood as a cover for all other IDENT constraints referring to major place. It therefore rules out (34)c-f, for example. The ranking * $\mathrm{k}^{\mathrm{j}} \gg \operatorname{IDENT}\left(\mathrm{k}^{\mathrm{j}} \rightarrow \mathrm{t} \mathrm{f}^{\rho}\right)$ is consistent with all earlier tableaux, so that this does not constitute a reranking.

Velar mutation: * $\mathrm{k}^{\mathrm{j}} \gg \operatorname{IDENT}\left(\mathrm{k}^{\mathrm{j}} \rightarrow \mathrm{t} \mathrm{f}^{\mathrm{j}}\right)$

| $\begin{aligned} & \mathrm{pi}_{1} \mathrm{i}_{1} \mathrm{j}_{4} \\ & \hline \end{aligned}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ | Id- | * ${ }^{\text {j }}$ | Pal | * ${ }^{\text {j }}$ | $\begin{gathered} *+f / \\ *+f^{j} \\ \hline \end{gathered}$ | $\underset{\mathrm{k}^{\mathrm{j}} \rightarrow \mathrm{t}-\mathrm{f}^{\mathrm{j}}}{ }$ | $\begin{aligned} & \text { Id- } \\ & \text { Pal } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. $\begin{gathered} \mathrm{pi}_{1} \\ \mathrm{ki}_{4} \end{gathered}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ |  |  | * | *! |  |  |  |
| b. 的 $\mathrm{pi}_{1}$ <br> $t \int^{j i}{ }_{4}$ | $\begin{aligned} & \mathrm{pu}_{2} \mathrm{pau}_{3} \\ & \mathrm{ku}_{5} \mathrm{kau}_{6} \end{aligned}$ |  |  | * |  | * | * |  |
| c. $\begin{aligned} & \mathrm{kj}_{4}^{\mathrm{j}} \mathrm{ki}_{4} \\ & \mathrm{t} \mathrm{i}_{1} \end{aligned}$ | $\mathrm{pu}_{2} \mathrm{pau}_{3}$ <br> $\mathrm{ku}_{5} \mathrm{kau}_{6}$ | *! |  |  | * | * |  | * |
| d. $\quad \mathrm{pi}_{1,4}$ | $\begin{gathered} \mathrm{pu}_{2} \mathrm{pau}_{3} \\ \mathrm{ku}_{5} \mathrm{kau}_{6} \end{gathered}$ | *! |  | * |  |  |  | * |
| e. $\underset{\mathrm{t} \int \mathrm{pi}_{4} \mathrm{pi}_{4}}{\mathrm{pi}_{4}}$ | $\begin{aligned} & \mathrm{pu}_{2} \mathrm{pau}_{3} \\ & \mathrm{t} \int \mathrm{u}_{5} \mathrm{t} \int \mathrm{au}_{6} \end{aligned}$ | *! ${ }^{*}$ |  | * |  | * | * |  |

The vowels of East Slavic are shown in (35)a, while (35)b gives their Common Slavic sources. [ I ] and [ J$]$, derived historically from short [i] and [u], are the well known 'jers' of Slavic, commonly interpreted as high lax counterparts of [i] and [u] (the latter derived from [i:] and [au] respectively). [ě] is a front vowel whose precise identity is not agreed upon, though close mid [e], or [ie], are good candidates. Of particular interest here is the new high central unrounded vowel $[\dot{\dagger}]$, derived from [ $\mathrm{u}:]$. This vowel resulted from a chain shift affecting Late Common Slavic whereby the diphthongs [au] and [æu] shifted to [u], while former [u:] shifted to [i]. (The relevant vowels are bolded in (35)b.)
a. East Slavic vowel phonemes

| i | $\dot{y}$ | u |  |
| :--- | :--- | :--- | :--- |
| I |  | U | (Jers) |
| ě |  |  | (High [e] or [ie] $)$ |
| e |  | o |  |
|  | a |  |  |

b. Derivation ${ }^{22}$


This chain shift occurred after the first velar mutation. Taking (34)b now as input, the tableau below shows the reranking necessary to effect this change. (Again only relevant constraints are shown.) The faithful (36)a is ruled out assuming that *au is promoted over both SPace and IdENT(COLOR). Instead of surfacing, /au/ shifts to [u], violating IDENT(COLOR). Assuming this, Common Slavic faced two logical possibilities. First, former [u] could remain unchanged, so that the shift would lead to a neutralization of the contrast between [u] and former
[au]. This choice is represented by candidate (36)c, and is clearly prohibited by *MERGE. Alternatively, contrast could be preserved by shifting former [u] to a new place, as in (36)b. In Common Slavic, it was the latter that occurred, as we saw above, and this choice violates SPACE. In the account here, it is the new ranking of *MERGE above Ident(Color) and Space that explains this choice. ${ }^{23}$ Therefore both *MERGE and *au have been moved to undominated position. This account for a chain shift, made possible and relatively natural by virtue of the constraint *MERGE, is a modern implementation of Martinet's classic view (see Martinet 1952, for example).
$a u$ shift: *MERGE, *au >> IdENT(Color) >> Space


It is worth pausing to consider the question of what restrictions there are, if any, on possible rerankings to effect sound change. Should it be troubling that more than one reranking is necessary above, in particular? In a discussion of Latin, Prince and Smolensky (1993) argue that sound changes can indeed involve multiple rerankings. Essentially, they adopt a position familiar from the work of Kiparsky (1982b) and many others, noting that sound change must be 'discontinuous' from the grammatical point of view. That is, children acquire a language by positing a ranking based on an analysis of occurring output forms, without having any access to the rankings instantiated in the grammars of older speakers. Given this fact, it is plausible to consider multiple rerankings from one stage to the next, though this question certainly deserves more study. ${ }^{24}$

Candidate (36)d above differs from the winner only in the fate of underlying $/ \mathrm{ku} /:$ rather than surfacing as [kij], this syllable fully fronts to [ $\left.\mathrm{k}^{\mathrm{j}} \mathrm{i}\right]$. (The concomitant palatalization is forced by PAL >> * $\mathrm{k}^{\mathrm{j}}$, IDENT(PAL), as usual.) Compared to the optimal form it incurs fewer SPACE
violations. The reason should be clear: SPACE prefers the contrast between $\left[\mathrm{k}^{\mathrm{j}}{ }^{\mathrm{j}}\right.$ ] and $[\mathrm{ku}]$ to that between [ki] and [ku]. In this sense (36)d is the more harmonic candidate. What makes it worse is the greater violation of $\operatorname{IDENT}(C O L O R)$. The analysis therefore requires an additional reranking of Ident(Color) over Space, as shown. This last candidate is of great interest, because it represents precisely the result of the next sound change, post-velar fronting.

As seen earlier, between the twelfth and fourteenth centuries, several centuries after the vowel shift just analyzed, [ $\dot{\dagger}]$ fronted to [i] following velar consonants. At the same time, the velars were palatalized. The data below are repeated from section 2 .

| a. | kijev | $>$ | $k^{j} i e v$ | 'Kiev' |
| :---: | :---: | :---: | :---: | :---: |
|  | ruk $\dot{+}$ | > | $r u k^{j} i$ | 'hands (acc.pl.)' |
| b. | $g \not b^{j} e l^{j}$ | $>$ | $g^{j} i b^{j} e l^{j}$ | 'ruin/death' |
|  | drug $\dot{ }$ | $>$ | $d r u g^{j} i$ | 'friends (acc.pl.)' |
| c. | xtıtr $\dot{j}$ | > | $x^{i}$ itríj | 'clever' |
|  | pastux+ | > | pastux ${ }^{\text {i }}$ | 'shepherds (acc.pl.) |

It should be clear by now how this will be accounted for: it simply requires the reranking of SPace and Ident(Color), as shown below. The ranking now favors candidate (38)b. Candidate (38)c represents another chain shift, with underlying /ku/ unrounding to [ki] in addition to post-velar fronting. This change would not violate *MERGE since the former $/ \mathrm{k} \dot{f} /$ has fronted to [ $\left.\mathrm{k}^{\mathrm{i}}\right]$. However, it undermines the gain of post-velar fronting altogether, which was to better satisfy Space. Finally, (38)d considers what would happen if fronting affected not just the velars but other places of articulation. Obviously this would have led to neutralization of the contrast between [ $\mathrm{p}^{\mathrm{j}}$ ] and $[\mathrm{p} \dot{\dagger}]$ and so a violation of *MERGE, as shown. ${ }^{25}$

Post-velar fronting: SPACE >> IDENT(COLOR)

| $\begin{array}{lll} \begin{array}{lll} \mathrm{pi}_{1} & \mathrm{pi}_{2} & \mathrm{pu}_{3} \\ & \mathrm{ki}_{5} & \mathrm{ku}_{6} \end{array} \\ \mathrm{t}_{\mathrm{t} \mathrm{ji}_{4}} \\ \hline \end{array}$ | *Merge | *au | Space | $\begin{aligned} & \text { Id- } \\ & \text { Col } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| a. $\quad \mathrm{pi}_{1} \quad \mathrm{pf}_{2} \quad \mathrm{pu}_{3}$ $\mathrm{kf}_{5} \mathrm{ku}_{6}$ $t \int^{\mathrm{j}} \mathrm{i}_{4}$ |  |  | ***! |  |
| b. 的 $\mathrm{pi}_{1} \mathrm{p}_{2} \mathrm{pu}_{3}$ $\begin{array}{ll}\mathrm{ki}_{5} & \mathrm{ku}_{6}\end{array}$ $t{ }^{\mathrm{j}} \mathrm{i}_{4}$ |  |  | ** | * |
| c. $\quad \mathrm{pi}_{1} \quad \mathrm{p}_{2} \quad \mathrm{pu}_{3}$ $\mathrm{ki}_{5} \mathrm{ki}_{6}$ t $\int^{\mathrm{j}}{ }_{4}$ |  |  | ***! | ** |
| d. $\mathrm{pi}_{1,2} \quad \mathrm{pu}_{3}$ $\mathrm{ki}_{5}^{\mathrm{j}} \quad \mathrm{ku}_{6}$ $t \int \mathrm{i}_{4}$ | *! |  |  | ** |

## 5. Discussion

### 5.1 The importance of the systemic view

In tableau (38) we see the crucial assumptions of Dispersion Theory at work. First, post-velar fronting was motivated by the requirement of perceptual distinctiveness of contrast (represented by SPACE in the account). [ $\mathrm{k}^{\mathrm{j} i}$ ] versus [ ku ] is a better contrast than [ kj ] versus [ku], for just the same reason that [i] versus [ u ] is better than [ i ] versus [ u ]. In relating post-velar fronting to the goodness of an [i] - [u] contrast in general, we are grounding it in one of the best known and clearest markedness observations of phonology. There is little doubt in turn that this fact of markedness is grounded in matters of perceptual distinctiveness, as discussed earlier.

Second, it is the principle of neutralization avoidance (represented by *MERGE) that explains why fronting occurred only following velars, and not after other places of articulation. Notice in particular that no appeal to featural faithfulness in general can make this distinction: in any theory, the changes $/ \mathrm{p} \dot{\dagger} / \rightarrow\left[\mathrm{p}^{\mathrm{j}}\right]$ and $/ \mathrm{k} \dot{\mathrm{t}} / \rightarrow\left[\mathrm{k}^{\mathrm{j}} \mathrm{i}\right]$ obviously involve a change in the very same features; but it is only the former change that leads to neutralization. It is here that we see why *Merge must be posited. What post-velar fronting shows, if this account is right, is that contrast preservation is about more than faithfulness to inputs.

Both of these notions, perceptual distinctiveness of contrast and contrast preservation (in the strong sense just described), require that we understand the objects to be evaluated as sets of forms in contrast, and not simply isolated forms as usual. This is essentially the argument from post-velar fronting for Dispersion Theory.

To see these points more concretely, consider the following alternative explanation for post-velar fronting, one couched within Optimality Theory as usually practiced. Suppose we
wanted to pursue the idea that post-velar fronting occurs because $[\dot{\dagger}]$ is in some sense more marked than $/ \mathrm{i} /$. For instance, suppose that the ranking $* \dot{\dagger} \gg$ i holds. This ranking actually makes the wrong predictions about the markedness of these vowels in general (see Flemming 1995a), but let us put this aside. So long as * $\dot{+}$ dominates $\operatorname{IDENT}($ BACK $)$ as well, then an input $/ \mathrm{k} \dot{\dot{f}} /$ will output as [ $\left.\mathrm{k}^{\mathrm{j}}\right]$, as shown below. (Secondary palatalization of the velar is assumed.)

| $/ \mathrm{k} \dot{+} /$ | $* \dot{\mathrm{t}}$ | $*_{\mathrm{i}}$ | Id-Back |  |
| :--- | :--- | :---: | :---: | :---: |
| a. | $\mathrm{k}^{\mathrm{j}}$ |  | $*$ | $*$ |
| b. $\quad \mathrm{k} \dot{\mathrm{f}}$ | $*!$ |  |  |  |

The problem with this account, obviously, is that it will incorrectly alter input / $\mathrm{p}+/$ to $\left[\mathrm{p}^{\mathrm{j}}\right.$ ] as well. In fact, $[\mathrm{p} \dot{\dagger}]$ contrasts with $\left[\mathrm{p}^{\mathrm{j}}{ }^{\mathrm{j}}\right.$, so * cannot outrank IDENT(BACK); instead, the reverse must be true. This problem can be avoided only by appeal to the velar versus non-velar context of the vowel, that is, by positing a constraint such as $* \mathrm{k} \dot{t}$, as shown in (40)i. This constraint would (correctly) have nothing to say about output [pi$\ddagger$, allowing it to surface, as shown in (40)ii. ${ }^{26}$
(40) i.

| /kit | *k | Id-Back | * ${ }_{\text {¢ }}$ | $*_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| a. $\mathrm{k}^{\mathrm{j}}$ |  | * |  | * |
| b. kj | *! |  | * |  |

ii.

| $/ \mathrm{p} \dot{+} /$ | $* \mathrm{k} \dot{+}$ | Id-Back | $*_{\dot{+}}$ | $*_{\mathrm{i}}$ |  |
| :--- | :--- | :---: | :---: | :---: | :---: |
| a. $\quad \mathrm{p} \mathrm{i}$ |  | $*!$ |  | $*$ |  |
| b. $\mathrm{p} \dot{\mathrm{p}}$ |  |  |  | $*$ |  |

The problem with this account is by now familiar: there is no motivation for a constraint like *ki. Furthermore, under this account, the fact that fronting occurred after velars only, and the fact that only velars did not already occur before [i], are not at all related. In fact, it would be just as straightforward to posit a constraint *pq that caused post-labial fronting only, even though this would be neutralizing and post-velar fronting would not.

The alternative just outlined, then, does not manage to explain why fronting occurred only after velars. A separate problem is that it also fails to explain why it was fronting that occurred in response to $* \mathrm{k} \dot{\text {. }}$. It would be possible to satisfy $* \mathrm{k} \dot{\dagger}$ by altering $/ \mathrm{k} \dot{\mathrm{j}}$ to $[\mathrm{ku}]$, for instance. In a technical manner, this possibility can easily be excluded: so long as IDENT(ROUND) outranks

IDENT(BACK), fronting will be preferred to rounding, as shown in (41)i. As before, /pt/ will continue to surface as it should, (41)ii. (*i and $*_{u}$ are grouped together for convenience.)
(41) i.

|  | /k $\dot{f} /$ | $* \mathrm{k} \dot{+}$ | Id-Round | Id-Back | $*_{\dot{t}}$ | $*_{\mathrm{i} / * \mathrm{u}}$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| a. | $\mathrm{k} \dot{\mathrm{i}}$ |  |  | $*$ |  | $*$ |
| b. | $\mathrm{k} \dot{+}$ | $*!$ |  |  | $*!$ |  |
| c. | ku |  | $*!$ |  |  | $*$ |



The problem now is precisely that fronting is simply stipulated by this choice of ranking. Were we to switch the ranking of the two IDENT constraints, we would derive rounding after velars instead. (Compare (41)i-a and c.) In the account advocated here, the constraint *MERGE disprefers postvelar rounding (since $/ \mathrm{ku} /$ already exists), and SPACE will prefer fronting.

The advantages of the Dispersion Theory account described above hold with equal force against other generative approaches to phonology within or outside of Optimality Theory, and in fact against any approach that is purely 'syntagmatic' rather than systemic like the one considered here. This includes other broadly functional approaches to phonology such as Steriade (1997), Kirchner (1997), Boersma (1998), and Hayes (1999). Though Steriade (1997) and Boersma (1998) in particular emphasize the role of perceptual factors in shaping phonologies, both rely basically on syntagmatic formulations of the relevant constraints. For example, Steriade posits a family of constraints penalizing an obstruent voicing contrast in various contexts, e.g., *[voice]/\#__[-son] ("a voice contrast is prohibited word-initially when an obstruent follows"). It does not follow from this argument that such syntagmatic formulations are bad or unnecessary. At the least, though, they are not enough.

Chain shifts such as that seen last section have also been argued to show a principle of neutralization avoidance at work in historical phonology (see especially Martinet 1952, 1964, 1974). The account offered in the last section (see (36)) in fact reflects in a very simple and direct way the explanatory intuition of functional historical phonologists: the chain shift occurs due to the pressure of *MERGE. Historical phonologists are not at all agreed on the need to invoke such a principle in accounting for chain shifts, however; there are alternative scenarios that can be imagined to explain many of them, including positing a 'drag chain' driven by needs of symmetry
rather than a 'push chain' driven by neutralization avoidance. For example, in Common Slavic, it might be that first $/ \mathrm{u} /$ shifted to $[\dot{\dagger}]$, leaving no $/ \mathrm{u} /$ in the system; /au/ then raised to $[\mathrm{u}]$ due to 'pressure' to reimpose symmetry; there is no need to call on neutralization avoidance. Such a scenario is depicted in (42). (42)a shows just the high vowels of Late Common Slavic (compare (35) above). It is assumed here that short $/ \mathrm{i} /$ and $/ \mathrm{u} /$ were already distinguished in quality from long $/ \mathrm{i} /$ and $/ \mathrm{u} /$, but this is irrelevant to our concerns. When $/ \mathrm{u} /$ shifts to $[\dot{+}]$, the system left (in (42)b) is asymmetrical: it has tense and lax (or long and short) front vowels, but only a lax (or short) back vowel. If languages tend toward symmetry, then perhaps this can explain why /au/ shifted to [u].

$U$
Whether push chains are real remains an important open question in historical phonology. However, the account of post-velar fronting offered here bears significantly on this general issue because it amounts to a different and more direct sort of evidence for neutralization avoidance in historical phonology. One cannot say, for example, that post-velar fronting occurred in order to restore symmetry to (43)a, because the result derived in (43)b is also not symmetrical: while the former lacks a $[\mathrm{k}]$-vowel sequence that is front, the latter lacks one that is central. In other words, it cannot be 'gap filling' that motivates this change.

$$
\begin{array}{llll}
\text { a. } & p^{j} i & \begin{array}{c}
p \dot{f} \\
\\
\end{array} & p u  \tag{43}\\
k \dot{f} & k u
\end{array}
$$

b. $p^{j} i \quad p \dot{t} p u$
$k^{j} i \quad k u$
In our terms, of course, it is the perceptual superiority of (43)b that matters. (One might object that perhaps the asymmetry seen in (43)a is worse than that of (43)b in some sense. Were we to suppose that (43)b is better because [ $\mathrm{k}^{\mathrm{j}}$ ] and [ku] occupy the endpoints of the vowel color dimension, however, we would be very close indeed to adopting the proposal given here.) If we grant that this matters, then the failure to shift /p $\dot{+} /$ to [ $\left.\mathrm{p}^{\mathrm{j}}\right]$ —a change that would also improve perceptual distinctiveness vis-a-vis [pu]-is direct evidence for neutralization avoidance.

The idea of neutralization avoidance, if understood in the wrong way, can make strange predictions. For example, consider the fact that Standard English has the words beat [bit], boot [but], and peat [pit], but no poot [put]. If [i] and [u] are unmarked because they make a perceptually good contrast, and $[\dot{\dagger}]$ is even better in the absence of such a contrast, then do we expect [pit] to become [pit] (since there is no [put] for [pit] to remain distinct from)? Similarly, if there were a process backing [i] to [u], would we expect that it might affect [pit] but not [bit], since only the latter would entail a neutralization (with [but])? These questions arise when we take the domain of explanation to be the set of actual lexical items in a language. But this is in fact not the practice in generative phonology. Instead theories model the set of possible words of a language, something argued for explicitly by Halle (1962). The string [put] is a possible word of English, whose absence from the actual lexicon (at least in some dialects) amounts to an accidental gap. It is therefore 'generated' by any theory of Standard English phonology. Similarly, it is over the domain of possible forms, not actual forms, that constraints like Space and *MERGE
operate. Given this assumption, the questions raised above turn out to be ill-formed. To put it in the context of the Russian facts, post-velar fronting could occur because the absence of forms such as [ $\left.\mathrm{K}^{\mathrm{j}} \mathrm{i}\right]$ was a systematic gap, not an accidental one. ${ }^{27}$

Discussions of the role of neutralization avoidance in historical phonology and variation often focus only or largely on cases in which the distinction in question is a morphological one (see for example Kiparsky 1982b, Guy 1996, Labov 1994, Lass 1997), or even one between particular lexical items. A well-known example of the former involves the loss of intervocalic [s] in Classical Greek, a sound change that failed to affect future verb forms, due to pressure, some argue, to maintain the distinction between future and present forms (see Campbell 1999:288-9 for discussion). These cases are certainly relevant, but we should not lose sight of the more pervasive evidence for functional pressure on sound change that comes from the fact that change repeatedly produces languages that respect markedness tendencies, something emphasized as early as Jakobson (1929) (and more recently by Kiparsky 1995). The fact that [i] and [u] are the favored high vowels comes to mind, once again. There is little doubt that this fact has a perceptual basis, and it is a result respected repeatedly by sound change. For such reasons, the controversy around the claim that sound change respects function seems puzzling. The real questions, surely, are to what degree sound change respects function, and how functionality comes about. As a good deal of recent work makes clear (e.g., Hawkins and Gell-Mann 1992, Labov 1994, Kiparsky 1995, Guy 1996, Boersma 1998, Kirby 1999, and Nettle 1999, to name just some), a functional view of language change does not imply that language users strive to enhance function. (The theory of biological evolution derives functionality without intent for example; some of the works just cited attempt to model language change after biological change in certain respects.) The use here of terms like *MERGE, 'neutralization avoidance', and the like, should not be taken to imply that language change is goal-directed; however, function clearly matters on some level. The Dispersion Theory model presented here abstracts away from the complexities of variation, acquisition, competence, performance, and so on, factors which ultimately must play a role in allowing function to enter the picture.

Can Dispersion Theory, or any very functional model of phonology, be regarded as a characterization of speaker competence? Is SPACE a part of speaker competence, for example? The answer 'yes' would seem to imply goal directedness, at least in some sense. Or is perceptual distinctiveness a factor only at the level of performance? The answer 'yes' here implies that the illformedness of [ki ] is grammaticalized by today's Russian speakers in a manner entirely independent of any functional-historical underpinnings. In fact, a rather unexplanatory constraint such as *kł is a possibility. Under this view, phonetic factors explain much about how sound systems get to be the way they are, even while speakers incorporate the resulting patterns into their grammar in a manner consistent with independent principles of language or cognition. Under this view also, the analysis given above is not a characterization of speaker competence, but once again a more abstract model of the effects of function on sound change and on phonology.

### 5.2 Versions of Dispersion Theory

Some differences between 'Dispersion Theory' as outlined here and Flemming's (1995a) original proposals should be noted. Some have been discussed already. For example, the use of idealization as laid out in section 4 follows Ní Chiosáin and Padgett (2001); the formulation of

Space constraints follows Padgett (1997), though building in an obvious way on Flemming's 'MinDist' constraints. Another significant difference involves the proposed constraint *MERGE penalizing neutralization. This constraint depends on the assumption of inputs and faithfulness. Flemming (1995a) comes to the position that Dispersion Theory can and should be practiced without assuming inputs (underlying forms). In addition, instead of input-output faithfulness constraints, he suggests there are only output constraints that require some number of contrasts directly, his 'MaintainContrast' constraints. Padgett (1997) and Ní Chiosáin and Padgett (2001) follow Flemming in this. Here I assume inputs, and faithfulness constraints, because it is impossible to even describe historical change otherwise. As noted earlier, a series of sound changes is a kind of temporal derivation, and can lead to 'derivational opacity' effects. This can be modeled only assuming the output of one stage can in some way serve as input to the next. Since it is specifically sound change that section 4 models, it could well be that the analytical assumptions there ought to differ from those relevant to any analysis of synchronic sound patterns such as previous analyses within Dispersion Theory. Alternatively, these considerations might suggest that Dispersion Theory should adopt inputs and input-output faithfulness generally, dispensing with the 'MaintainContrast' constraints (or the 'NWord' constraints of Ní Chiosáin and Padgett 2001). I leave this matter open.

### 5.3 Empirical extensions

The strategy adopted in this paper has been to consider one set of facts in depth in order to motivate the claims of Dispersion Theory. Of course, if the apparent relevance of perceptual distinctiveness and neutralization avoidance turned out to be a fact particular to post-velar fronting in East Slavic, this would be disappointing. This last section suggests some areas in which the ideas pursued here might find further support.

First, it is interesting to note that post-velar fronting occurred not only in Russian (and Belorussian, which is not regarded as a distinct language at this stage), but in other Slavic languages, including Ukrainian, Polish, and Upper and Lower Sorbian. (See Stieber 1968 and Schaarschmidt 1998 on Polish and Sorbian, respectively.) The conditions claimed here to motivate post-velar fronting in Russian, involving perceptual distinctivenss and contrast preservation, obtained equally in these other languages. This is because the changes affecting Common Slavic that brought about these conditions occurred before the disintegration of that language. Jakobson (1929) and Timberlake (1978), among others, assume that these different instances of post-velar fronting were independent of one another. ${ }^{28}$

There is a well known case of lax vowel height neutralization that affects southern dialects of American English. It occurs before nasals in words such as pen and hem, which are realized as homophonous with pin and him. The fact that nasalization often leads to neutralization of vowel height seems to have a perceptual basis. (In effect, the perceptual height 'space' shrinks under nasalization; see Wright 1986, Padgett 1997, and references therein.) What is interesting here is the direction of neutralization: pin and pen are both realized as [pin], and not [p\&n]. (In some dialects [ r ] itself is realized differently, e.g., [piən], but it remains true that neutralization occurs in favor of the more peripheral of the two underlying vowels $/ \mathrm{I} /$ and $/ \varepsilon /$. .) Is there a principled reason for this? Note the similarity to the post-velar fronting scenario, as depicted below.


The Southern American facts differ from the post-velar fronting facts in one respect. The shift in vowel quality associated with post-velar fronting was made possible because the earlier shift [ $\mathrm{k}^{\mathrm{j}}$ ] $>\left[t \int^{j}\right]$ removed the danger of a *MERGE violation. In the case of Southern American, *MERGE is violated. However, the two facts are similar in other respects. First, in both cases the vowel quality shift is in the direction of greater perceptual distance: $[\mathrm{I}]$ versus [æ] is better than $[\varepsilon$ ] versus [æ]. Second, in both cases the shift occurred only in a certain context, velars in the case of post-velar fronting, nasals in the case of Southern American. Further, in neither case is this context one that can be made obvious sense of in syntagmatic terms. Why should raising occur before nasals? In fact, the predicted effect of nasalization on vowel quality is generally one of centralization of vowel height: high nasalized vowels should perceptually lower, and low nasalized vowels raise (Wright 1986). In systemic terms, on the other hand, the direction of this shift makes sense.

## 6. Conclusion

This paper has argued that both neutralization avoidance and perceptual distinctiveness are important to an understanding of sound change, focusing on East Slavic post-velar fronting. It has argued in addition that these notions can be adequately captured only given a systemic approach to phonology as in Dispersion Theory, that is, one in which the objects of evaluation are sets of forms rather than forms in isolation, where the sets of forms are here understood as highly idealized languages. These conclusions bear equally on our understanding of synchronic phonology, since the course of sound change in part determines synchronic patterns: today's allophonic rule by which Russian velars can be followed by [i] but not [ $\dagger$ ] originated as post-velar fronting in East Slavic. (Whether functional notions should play a direct role in synchronic accounts is another question; see section 5.1.)

Phonology has generally had little to say about why allophonic rules exist, especially nonassimilatory ones. If the analysis here is on the right track, then at least some allophonic rules must be understood as a response to the pressures of contrast. Padgett (2001a,b) makes a similar argument concerning a different allophonic rule of Russian. This result is perhaps surprising, since allophonic rules involve by definition the distribution of non-contrastive features. This traditional theoretical divide between 'phonemic' and 'allophonic' phonology may in some cases impede our understanding of sound patterns.
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1. Compare the notion of 'enhancement' of Stevens et al. (1986), Stevens and Keyser (1989).
2. I will take the term 'Dispersion Theory' to imply the properties described just below. However, the reader should bear in mind that the model developed here differs in important respects from that of Flemming (1995a). See section 5.2.
3. The sound [ ${ }^{j}$ :] of Contemporary Standard Russian is often analyzed as a sequence of other sibilants, as in Halle (1959), in order to explain both its length and regular alternations like $/ \mathrm{s}+\mathrm{t} \mathrm{f}^{\mathrm{j}} /$ $\rightarrow\left[\rho^{j}:\right]$. The voiced counterpart of this sound, [ $\left.3^{\mathrm{j}}\right]$, has at best a marginal status today.
4. Some irrelevant predictable effects, including vowel reduction, are not transcribed.
5. There are derivational suffixes that begin with $/ \mathrm{i} /$ and, rather than undergo this rule, remain [i] and actually palatalize the preceding otherwise plain consonant, e.g., lis $+\overparen{i t s a} \rightarrow$ lis ${ }^{j} \overparen{\text { itsa }}\left(*{ }_{\text {lisitsa }}\right)$ 'fox (fem.)', (Gvozdev 1949). The output respects the allophonic rule, but the causality seems to be reversed. Because of such facts, Rubach (2000) assumes that [i] and [ $\dot{\dagger}]$ are distinct phonemes. This assumption, which may not be crucial to his paper's main point, is hard to reconcile with the facts discussed here. Rubach's facts rather invite analysis making use of some notion of lexical level (as in Kiparsky 1982a, 1985), or morphologically-governed phonology.
6. There are loans in Contemporary Standard Russian such as kemping 'camping' and $k \dot{f r} g \dot{\boldsymbol{t} z} i a$ 'Kirgizia' in which velars might be pronounced non-palatalized, but these are very few in number in comparison to words with palatalized velars before back vowels; unlike the latter, they are very often regularized, i.e., $k^{j}$ emping, $k^{j} i{ }^{i}{ }^{j} i z i a$.
7. As one reviewer points out, some of the northernmost areas of East Slavic may have had velars followed by front vowels at this time, either because one of the velar mutations (the 'second velar palatalization') did not occur there, or because its effects were leveled out by this time. Since this was true only of a comparatively small portion of East Slavic, it seems plausible to pursue the explanation for post-velar fronting given here. The fact that post-velar fronting affected these dialects too suggests that it spread to them from other East Slavic dialects. Along similar lines, in the period preceding post-velar fronting, East Slavic was acquiring loan words (in association with the spreading influence of Christianity) with velars before front vowels, such as evang ${ }^{j}$ elie and the name $g^{j} e o r g^{j} i j$ (Chernykh 1962:143). The account here of post-velar fronting therefore assumes that these loanwords had not been integrated into East Slavic phonology, at least by many speakers.
8. As we have seen, [ $\dot{\dagger}]$ also cannot occur word-initially (unless a velarized consonant precedes within the phrase). This was true at the time of post-velar fronting as well. This fact is not because of fronting of [ $\dot{+}]$ to [ i ], but because at a much earlier stage of the language, when [ $\dot{\dagger}]$ was [ u$]$ (see below), a general rule of prothesis placed [w] before this vowel word-initially, giving [wu], and later [ $\mathrm{w} \dot{\dagger}$ ] or [ $\mathrm{v} \dot{\dagger}]$. In other words, for reasons independent of post-velar fronting, $[\dot{\dagger}]$ never
occurred word-initially.
9. Implicit in Jakobson's discussion is the assumption that the change that needs to be explained is the fronting of [ $\dot{j}]$ to [i], while the palatalization of velars before this new [i] was a consequence of this change, and of the requirement that velars be palatalized before front vowels in general. Most researchers have followed Jakobson in this assumption. Timberlake (1978) argues for the opposite view, however: secondary palatalization of velars preceded fronting of [ $\dagger$ ] to [i], and actually caused the latter change. This view has an important drawback: it requires the claim that secondary palatalization of velars was triggered not only by front vowels, but by [ $\dot{\dagger}$ ], a back or central vowel. In particular, Timberlake assumes that palatalization was triggered by vowels that were contrastively [-round]. This assumption simply squares very badly with cross-linguistic facts: palatalizations are extremely common and they are invariably triggered by front vocoids. (See Bhat's 1978 survey, for example.) Palatalization must have either followed post-velar fronting or occurred simultaneously with it.
10. Since Padgett (2001a) argues that [ $\mathrm{p} \dot{\mathrm{j}}$ ] is actually [ $\mathrm{p}^{\times} \mathrm{i}$ ] in contemporary Russian, it is worth asking whether the line of explanation suggested above would carry over supposing [kí] were actually $\left[\mathrm{k}^{\gamma} \mathrm{i}\right]$ at the time of post-velar fronting. It would: [ $\left.\mathrm{k}^{\mathrm{j}}\right]$ is more distinct from [ku] than $\left[\mathrm{k}^{\gamma} \mathrm{i}\right]$ is, since the velarized $[\mathrm{k}]$ of $\left[\mathrm{k}^{\curlyvee} \mathrm{i}\right]$ is more similar to the labiovelarized $[\mathrm{k}]$ of [ ku$]$. Though there is suggestive evidence that " $\ddagger$ " was diphthongized already in Late Common Slavic, consistent with the view that this sound represented [i] preceded by a velarized consonant (Meillet 1951, Shevelov 1965), for the purposes of the analysis I will hold to the more traditional and prevalent assumption that " $\dagger$ " was indeed [ $\dot{\dagger}]$ at that time. See Padgett (2001b), however.
11. Of course, the relationship between contrast and phonological patterning has long been explored in phonology: besides Trubetzkoy (1969), the extensive literature on underspecification stands out (see Steriade 1995 for an overview and a critique). Dispersion Theory differs from past work in its assumption that forms must be evaluated with direct reference to contrasting forms, as seen below.
12. McCarthy and Prince (1995) assume that indexing is entirely free, and not ordered as suggested here. This assumption works well for the evaluation of faithfulness. In order to employ correspondence to gauge contrast, though, the ordering is required. We wouldn't want to say that $k_{1} a_{2} p_{3}$ and $p_{3} a_{2} k_{1}$ fail the minimal pair test because they happen to be indexed as shown here, for example.
13. This ignores minimal pairs that differ in number of segments, that is, in which contrast between a segment and 'zero' is required, as in bat versus bats, or bat versus brat. Comparing such forms seems to require introducing a 'segment' [0], indexed as other segments are, having silence as its phonetic correlate. Thus bat versus bats passes the minimal pair test presumably because [ s ] is sufficiently distinct from [0].
14. It follows from this idealization that the vowel ' i ', to take just one example, is phonetically implemented somewhat differently depending on how many vowels it contrasts with, as can be
seen from this diagram: the vowel space used by any given vowel 'shrinks' or 'expands', and its center shifts, depending on the number of contrasts employed. Nothing here hinges on this claim, but the general idea has some support based on impressionistic descriptions. For example, the Australian language Nyangumarda contrasts only the three vowels $/ \mathrm{i}, \mathrm{a}, \mathrm{u} /$; the phonemes $/ \mathrm{i}, \mathrm{u} /$ are generally realized as [ I$]$ and [ J$]$ (Hoard and O'Grady 1976). Similarly, in French and Norwegian, which include front rounded vowels in their inventory, /u/ is 'darker', and more consistently so, than that of English or Japanese. In English /u/ can be realized as [u], [ t ], or even [ y ]. Moving beyond impressionistic data, a phonetic study by Manuel (1990), shows that vowel-to-vowel coarticulation (one source of variability) is significantly restricted in one language having more contrasting vowels compared to another having fewer contrasting vowels.
15. The symbols $[\dot{\ddagger}]$ and $[\dot{\ddagger}]$ are chosen for convenience, since $[\dot{\dagger}]$ is the symbol employed for the vowel occupying the center of the high vowel color space. On another note, it is well known that some languages have an inventory like [ $\mathrm{i}, \mathrm{y}, \mathrm{u}$ ] in which the vowels are not evenly dispersed in color. (Many languages, of course, do have an [i,i,u] contrast.) See Schwartz et al. (1997a,b) for an account of this, adding a preference for 'focalization' to that for dispersion.
16. Steriade (1994), Flemming (1995b, 2001), $\operatorname{Kirchner~(1997,~2001),~and~Ní~Chiosáin~and~}$ Padgett (2001) argue that phonological theory must appeal to more distinctions than those justified by the usual criterion of potential contrast familiar from distinctive feature theory. In this view, it is up to phonological output constraints, and not the inventory of features assumed, to predict what the potential contrasts are across languages. Therefore, we are free to posit more features than would be permitted within distinctive feature theory (and these works argue that this is required). Though features no longer make up the theory of contrasts, they remain important both for stating phonological generalizations, and for making clear what phonetic distinctions might be relevant to phonology. The account to come assumes featural identity constraints, for example.
17. Flemming (1995a) argues convincingly that articulation-based features such as [coronal] and [dorsal] cannot adequately explain mutations of this sort. (See also Ní Chiosáin and Padgett 1993.) As a separate point, it is interesting to note that the sound change $[\mathrm{t} f]>\left[\mathrm{k}^{j}\right]$ does not occur; this also has a perceptual basis, though it is not well understood (Guion 1989 and references therein): listeners mistake velars for palato-alveolars before front vocoids much more readily than the reverse. This is why $\operatorname{IDENT}\left(\mathrm{k}^{\mathrm{j}} \rightarrow \mathrm{t} \oint^{j}\right)$ is formulated in this directional way.
18. Transcriptions of the Common Slavic vowels vary, representing different views on the right characterization of the oppositions and their precise phonetic realization. The transcriptions used here might well overemphasize the phonetic extremity of the vowels; [e] is often used for [æ], for example. All agree on the basic two-way oppositions based on height, color, and length, however.
19. A reviewer wonders whether the assumed ranking $* \mathrm{p}^{j} \gg *^{j}$ should be possible, given markedness facts. In particular, the mutation of velars to palato-alveolars before front vocoids is a common sound change, as noted above. There is a sense in which palatalized velars are therefore avoided cross-linguistically. In Slavic, for example, the result of velar mutations (see below) and
other changes was a set of languages having palatalized labials and coronals, but not velars. However, I am assuming, as historical Slavists generally do, that place-mutated velars in fact derive from an earlier stage in which velars are palatalized. If this is true, then palatalized velars are at least as common as the palato-alveolars derived from them. The frequency of the sound change can be seen as a fact about perceptual similarity, as we saw.
20. Syllable onsets were largely or completely required in Common Slavic. Therefore a possible candidate having onsetless forms (therefore vacuously satisfying PAL) is not considered.
21. Sanders (to appear-a,b) offers another means by which sound change may mimic the synchronic base hypothesis, one that adheres to a strictly monostratal view of phonology but assumes a 'strong' version of Lexicon Optimization (Prince and Smolensky 1993), by which allomorphs are stored in the lexicon. For further discussion of these issues, see also Padgett (2001b).
22. East Slavic [u] and [a] were also derived from Common Slavic back and front nasalized vowels respectively. (Consonants were palatalized before this [a].)
23. There is a candidate not shown below that would beat the desired winner: one in which underlying /au/surfaces directly as [ $\dot{\dagger}$ ], while underlying /u/remains [ u ]. This kind of derivation, in which /au/ moves to [ $\dagger$ ] by a kind of 'end run' around [u], should probably be ruled out universally, though I leave open how this should be handled.
24. This question is of course bound up with the question of why sound change occurs. Some, e.g., Gess (2000) and Hutton (1996), have argued that constraint rerankings must be seen as a result of sound change, and not a cause of it. They instead look to phonetic factors for an explanation of sound change.
25. Prior to post-velar fronting, in the later stages of Proto-Slavic, allophonic secondary palatalization before front vowels began to affect all consonants. In our idealization, the sound [ p ] stands in for all consonants other than velars and palato-alveolars, that is, for labial and dental places of articulation. These were the consonants affected, since velars did not occur before front vowels anymore, while palato-alveolars were already palatalized. It was the ranking *p >> PAL that accounted for the lack of palatalization on [p] above. Palatalization of this sound follows given a reversal of this ranking, though this is not shown.
26. This represents a kind of positional markedness understanding of the facts. An alternative is to retain simple ${ }^{\boldsymbol{+}}$ and appeal to a kind of positional faithfulness instead, for example factoring IDENT(BACK) into something like IDENT(BACK)/K__ and IDENT(BACK)/P__ ranking only the latter above ${ }^{+} \dot{+}$. This move is subject to the same criticisms as the positional markedness move.
27. This is not to say that actual lexical items have no role to play in determining phonological patterns. But any theory appealing to them must avoid artifactual puzzles like those mentioned here.
28. These works, incidentally, note the following correlation: the Slavic dialects that experienced post-velar fronting are roughly those that developed phonemic palatalization. Why should this be the case? It seems that the languages that developed phonemic palatalization harnessed the preexisting contrast between [i] and [i] in support of that contrast. In those languages, contrasts such as $C^{i} i$ versus $C \dot{f}$ (the former allophonically palatalized at first) were reinterpreted as involving phonemic palatalization, that is, as underlyingly $/ \mathrm{Ci} /$ versus $/ \mathrm{Ci} /$; hence the well-known rule backing /i/ to [ $\dot{\dagger}]$ after non-palatalized consonants in Russian, for example. Now, in those Slavic dialects that did not develop phonemic palatalization, historical [ $\dot{+}$ ] fronted in all contexts, merging with [i], perhaps because it was not required for palatalization. In these languages, in other words, both $[\mathrm{ki}]$ and $[\mathrm{p} \ddagger]$ fronted. Thus, the reason post-velar fronting as a specific process did not occur in these languages is apparently simply that all $\mathbf{C} \dot{f}$ sequences were fronted.
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